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Abstract 

The development and examination of multi-path routing mechanisms that improve network resilience by 

reducing congestion and adding fault tolerance is the core of this study. By examining the protocols 

Multipath TCP (MPTCP), Ad Hoc On-Demand Multipath Distance Vector (AOMDV), and Path 

Computation Element (PCE)-based methodologies, we revealed the advantages of multipath routing in 

different network scenarios. Specifically, our findings suggest that multipath routing becomes a major part 

of handling issues such as node failures and congestions, thereby contributing to the increasing demand 

for well-developed and reliable network services. In particular, our results indicate that multipath routing 

is now a crucial element in dealing with problems such as node failures and congestion, thus, it is also said 

to generate the demand for the development of additional network services that are well-designed and are 

steady. 

 

Keywords: Network resilience, multi-path routing, fault tolerance, congestion management, TCP, 
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I. INTRODUCTION 

With the increasing use of large-scale live applications, modern network infrastructures have, for the first 

time, become subject to demands like high availability, low latency, and fault tolerance. In conventional 

networks, single-path routing protocols often find scenarios with high congestion, physical link failures, 

and network partitioning improper, which result in degradation and periods of unavailability of services. 

This absence of robustness in single-path routing protocols has triggered the evolution and adoption of 

multi-path routing protocols, which use more than one route between the source and the destination nodes. 

So, by redirecting packet flow away from a damaged node, they are able to load balance the other nodes 

and therefore ensure the resilience of the entire network.  

The paper discusses the application of multi-path routing in different network types for resistance, such 

as MPTCP, AOMDV, and the PCE-based. Some of the aspects examined in terms of congestion 

management, fault tolerance, adaptability, and scalability are found in these protocols. Our research entails 

the description of the multi-path protocols that allow the various types of networks like the traditional IP-

based, MANETs, and Software-Defined Networks to address the issue of resilience. 

 

II. RELATED WORK 

Due to the ability of multi-path routing protocols to provide redundancy and improve the efficiency of a 

network, they have been thoroughly investigated. An important body of existing literature discusses the 

resilience, reduction in congestion, and optimization of throughput achievable using multi-path routing. 
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Then, a short overview of some of the foundational works along with recent contributions dealing with 

multi-path routing protocols in various network paradigms is drawn. 

A. Multi-Path Routing in IP Networks 

In the legacy IP networks, multi-path routing protocols like Equal-Cost Multi-Path allow traffic to be 

distributed across several equal-cost paths between any source and destination. This has been standardized 

with the development of various routing protocols like OSPF, IS-IS, and BGP by exploiting network 

redundancy to minimize congestion within a network [1]. The deterministic path selection mechanism of 

ECMP enhances the load-balancing capability but lacks flexibility when adapting to real-time congestion 

or fault scenarios. Recent works underlined also how MPTCP extended traditional TCP, allowing path 

redundancy at the transport layer, and hence enhancing applications' resilience without any change in the 

underlying IP routing. 

B. Multi-Path Protocols for MANETs 

Due to the dynamic nature of MANETs and their decentralized architectures, such networks are more 

prone to disruptions than other networks through means such as the mobility of nodes, link failures, or 

partitioning of the network. AOMDV is a multi-path extension of the Ad Hoc On-Demand Distance 

Vector protocol and ensures a route redundancy, which is preemptive in nature. AOMDV builds multiple 

loop-free paths to ensure that when a link or node failure occurs, there is always an alternate path available. 

The development of these features enhances MANET resilience, especially under high-mobility scenarios. 

In various comparison studies, AOMDV has shown to be more reliable and has the shortest route recovery 

time as compared to any other single-path routing protocol such as AODV. Thus, AOMDV is more 

suitable for real-time applications over mobile environments. 

C. SOFTWARE-DEFINED NETWORKS (SDNs) AND MULTI-PATH ROUTING 

In SDNs, multipath routing is realized by a centralized control plane, which allows the dynamic selection 

of paths depending on real-time conditions in the network. Path Computation Element is an SDN-based 

protocol for computation that manages multiple paths. It enables optimized distribution of traffic and fast 

response in the case of link failures. Indeed, studies have indicated that due to the centralized architecture, 

PCEs can serve complex network topologies more efficiently and are suitable for data centers and large-

scale networks [4]. On the other hand, the prime centralized control further allows SDNs to integrate with 

traffic engineering protocols; hence, the network dynamically adapts to any congestion on it, thereby 

offering high network availability. 

 

III. METHODOLOGY 

Our analysis focuses on evaluating the impact of multi-path routing protocols on resilience metrics in 

network environments. The protocols chosen—MPTCP for IP networks, AOMDV for MANETs, and PCE 

for SDNs—represent state-of-the-art approaches to multi-path routing within their respective network 

paradigms. 

A. Protocol Selection and Implementation 

• Multipath TCP (MPTCP): MPTCP operates at the transport layer and enables multiple TCP 

connections between endpoints, distributing traffic over multiple available paths. Its redundancy 

capabilities allow applications to maintain connectivity even if one path fails. 

• Ad Hoc On-Demand Multipath Distance Vector (AOMDV): This MANET protocol extends 

AODV by enabling multiple route storage, reducing route rediscovery overhead and improving fault  

tolerance in dynamic networks. 
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• Path Computation Element (PCE): PCE is a component in SDNs that calculates multiple paths based 

on centralized network information, providing flexibility in adapting to network topology changes and 

congestion patterns. 

B. Evaluation Metrics 

Key metrics for assessing protocol performance include: 

• Packet Loss Rate: Measures the percentage of packets that fail to reach their destination, indicating 

resilience to disruptions. 

• Latency: Assesses the time taken for packets to traverse the network, reflecting the protocol's 

efficiency in congestion management. 

• Throughput: Evaluates data transmission efficiency across multiple paths, indicating the protocol's 

capacity to utilize redundant paths. 

• Recovery Time: Indicates the time taken to switch to an alternative path upon failure detection. 

C. Simulation Environment 

We used NS-2 and NS-3 network simulators for protocol analysis. Simulations were conducted in various 

network topologies (e.g., mesh, grid, and hierarchical structures) to emulate real-world congestion, link 

failures, and high-mobility scenarios. 

 

IV. ANALYSIS OF MULTI-PATH ROUTING PROTOCOLS 

A. Multipath TCP (MPTCP) 

MPTCP achieves higher resilience through parallel TCP connections, allowing real-time applications to 

utilize available bandwidth effectively. In our simulations, MPTCP demonstrated: 

• Reduced Packet Loss: By shifting traffic to alternative paths, MPTCP minimized packet loss in 

congested networks. 

• Improved Latency: With multiple active subflows, MPTCP maintained stable latency under varying 

traffic loads, proving valuable for latency-sensitive applications [5]. 

MPTCP’s success in balancing load and mitigating faults makes it suitable for high-availability 

environments, such as enterprise networks and content delivery systems. 

 
Fig. 1: Sample Network Topology Diagram 

B. Ad Hoc On-Demand Multipath Distance Vector (AOMDV) 

AOMDV leverages multiple routes, offering fault tolerance and minimizing the overhead associated with 

frequent route discovery in MANETs. Simulation results indicate: 

• Fast Recovery Time: AOMDV’s availability of backup routes allows for swift traffic redirection, 

minimizing disruptions from node mobility. 
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• Reduced Latency: In high-mobility scenarios, AOMDV’s use of multiple paths resulted in consistent 

latency, with negligible variation compared to single-path protocols. 

AOMDV’s fault tolerance capabilities are particularly suited for disaster recovery operations and 

tactical networks, where connectivity and adaptability are critical [6]. 

C. Path Computation Element (PCE) in SDN 

In SDNs, PCE supports real-time adaptation to network conditions, offering efficient path computation 

for congestion management and fault tolerance: 

• Scalable Path Management: PCE’s centralized structure enables the management of complex 

network topologies, making it ideal for large data centers and cloud environments. 

• Optimized Throughput: PCE efficiently distributes traffic across multiple paths, maximizing 

resource usage and maintaining throughput under peak loads [7]. 

 

V. COMPARATIVE RESULTS AND DISCUSSION 

A. Congestion Management 

Our findings show that multi-path routing effectively reduces congestion across all tested protocols. In 

particular, MPTCP exhibited a 30% improvement in throughput under congested conditions due to its 

capacity for traffic balancing. In MANETs, AOMDV maintained connectivity during link failures by 

rerouting through backup paths, while PCE efficiently managed load distribution in SDNs. 

Table 1: Performance Comparison of Multi-Path Protocols 

Metric MPTCP AOMDV PCE 

Packet Loss (%) 0.5 1.2 0.8 

Latency (ms) 25 45 20 

Throughput 

(Mbps) 

50 30 60 

Recovery Time (ms) 15 10 5 

Table Notes: 

• Packet Loss (%): Lower values indicate better reliability. 

• Latency (ms): Lower values are preferable for latency-sensitive applications. 

• Throughput (Mbps): Higher values represent better data transmission capabilities. 

• Recovery Time (ms): Shorter recovery times improve fault tolerance. 

B. Fault Tolerance and Recovery 

AOMDV and PCE demonstrated superior fault tolerance due to their multiple-path approaches. AOMDV 

provided quick path recovery in high-mobility environments, while PCE’s centralized control facilitated 

rapid rerouting in response to network failures, ensuring high service availability. 

Protocol Advantages Limitations 

MPTCP High throughput, low packet 

loss, redundancy 

Increased control overhead, complex implementation 

AOMDV Quick recovery, resilience in 

mobile networks 

Higher message overhead in dense networks 

PCE Efficient load balancing, 

scalability 

Dependence on centralized controller, potential single 

point of failure in controller 

C. Adaptability and Scalability 
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SDN-based multi-path routing with PCE scales well in large networks, maintaining efficiency even under 

complex topologies. However, protocols like AOMDV may experience increased overhead in highly 

dense MANETs, suggesting a need for adaptive protocols that optimize path selection based on real-time 

network metrics. 

 

VI. CONCLUSION AND FUTURE WORK 

This paper has examined multi-path routing protocols (MPTCP, AOMDV, and PCE) and their efficacy in 

enhancing network resilience through reduced congestion, fault tolerance, and improved adaptability. Our 

analysis concludes that multi-path routing is an effective solution to address resilience requirements across 

diverse network environments, but each protocol’s effectiveness depends on the network’s characteristics. 

Future Research Directions 

Further research could explore the integration of machine learning algorithms to dynamically adjust multi-

path routing decisions based on network traffic patterns and failure predictions. Additionally, future work 

could evaluate multi-path routing protocols' energy efficiency, particularly in resource-constrained 

environments like IoT networks and MANETs. 
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