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Abstract 

This study explores the advanced credit scoring models using Dremio and Google Cloud Machine 

Learning. With regular financial metrics and new data, these algorithms enhance credit ratings. Thematic 

analysis revealed trends related to credit inclusion, data bias, and model accuracy in secondary data. The 

findings show that merging data and machine learning technology might improve credit scoring systems' 

accuracy and accessibility by lowering their dependence on current methods. The findings increase credit 

risk calculations and facilitate conversations about financial equality. Future studies should tackle social 

issues and explore the potential applications of these models in other industries and financial systems.  

 

Keywords: Utility payment histories, Social media, mobile phone usage, data bias and financial 

businesses. 

 

1. INTRODUCTION  

Banks typically utilize credit score algorithms that look at historical credit, current debts, and pay to 

determine a person or business's stability [1]. This matters for bad-credit individuals and small 

enterprises. Researchers are investigating better credit score-raising methods using diverse data and 

powerful machine learning [3, 4]. Machine learning and cloud computing improve credit risk assessment 

using behavioral data, energy payments, and social media activity [2]. Poor people can receive loans and 

plan better with alternative facts. Dremio and Google Cloud ML enable these developments by enabling 

massive datasets and complex machine learning models [4]. 

Dremio, a data lake house tool, enables financial businesses to quickly link and see ordered and 

disorganized data. Real-time data searches and easy-to-use machine learning tools can create models [5]. 

Google Cloud constructs, trains, and executes huge machine learning models [11]. This enables us to 

employ sophisticated methods on large, complex datasets [9, 10]. This work improves credit score models 

using Google Cloud ML and Dremio's data interaction tools. Multiple data sources improve credit risk 

calculations, supporting fair business practices. Show how these technologies may boost credit ratings 

and provide buyers and lenders with additional alternatives. 
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Figure 1 Credit score models Use 

Problem Statement  

Traditional credit scores, which use credit history, income, and current expenditures, may fail to measure 

the reliability of individuals and small businesses without official credit records [8]. This may impede 

victims from collecting compensation, especially in developing countries. Few data points might lead to 

incorrect credit risk estimates and underestimate a borrower's reliability [7]. ML breakthroughs such as 

energy bills, social media, and behavioral data analysis have the potential to improve credit scores. 

However there is gap how cutting-edge technologies like Dremio and Google Cloud ML can make credit 

score models more accurate and accessible by handling and studying these varied sorts of data [6]. 

Research Focus Area 

• How can credit score models be improved by adding data sources, utilizing Dremio to manage data, 

and using Google Cloud ML to develop machine learning models?  

Research Objectives  

• To examine how social media, energy bill, and behavioral data affect credit score models' accuracy 

and usefulness. 

• To assess Dremio and Google Cloud ML to generate machine learning algorithms that leverages 

multiple sorts of data to enhance credit risk ratings. 

• To evaluate updated credit scoring algorithms by comparing their accuracy and usefulness to existing 

techniques. 

 

2. LITERATURE REVIEW  

Credit ratings determine people's and enterprises' credibility with financial institutions. Traditional credit 

scoring algorithms like the FICO score evaluate credit risk using credit history, invoicing, and income 

[12]. These models may not work for "thin-file" or "no-file" customers with a limited credit history. This 

limitation has prohibited millions from accessing money, especially in emerging economies with few 

formal financial institutions [13]. Due to these challenges, experts and entrepreneurs are using data and 

advanced machine learning to enhance credit score algorithms. 

Credit scoring systems now include data on power bills, social media, and mobile phone usage, which is 

intriguing. Alternative data significantly improves credit scores, especially for people with low credit 

histories [15]. Payment of an energy bill on time each month is a positive indicator of financial 

responsibility because that person is likely to manage other financial obligations well. Social media and 

cell phone usage are also associated with trustworthiness, giving behavioral evidence not seen in financial 

data [14]. Integrating many data sources may improve credit scoring systems, especially for marginalized 

populations. 
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Figure 2 Factors Affect Credit Rating 

Machine learning might enhance credit score algorithms. Linear credit score statistical approaches like 

logistic regression may miss complex data patterns [17]. However, machine learning algorithms can 

handle big datasets, find non-linear correlations, and make more accurate predictions. Neural networks, 

decision trees, and gradient boosting have enhanced credit score models [16, 18]. Machine learning 

predicts the future better but makes communication harder.  

 

 
Figure 3 Machine Learning Algorithm 

Google Cloud ML facilitates the creation and use of large-scale credit score machine learning models. 

Google Cloud ML constructs complicated algorithms that quickly handle massive datasets using flexible 

computing and machine learning technologies. Dremio, the data lake house platform, simplifies real-time 

data aggregation and querying, which is critical for alternative data credit scoring algorithms [19]. These 

technologies allow banks to create scalable, flexible, and high-performing credit scoring models for many 

situations. 

Non-traditional data and machine learning may improve credit ratings; however, data privacy and moral 

issues emerge [20]. Social media data might bias results and unjustly impact groups. These models must 

be fair, open, and legally compliant.  

 

3. MATERIALS AND METHODS 

Present study assesses credit score model data sources. Using social media, energy payments, and 

behavioral patterns to develop machine learning credit risk models is the main goal.  

Data Collection  

This research uses secondary data and traditional financial metrics. Traditional financial statistics include 

credit ratings, debts, and income from public sources, financial institutions, and credit bureaus. Use them 

to explore how alternative data improves credit rating algorithms. [21]. Modern healthcare needs 

adequate patient data. Data from EHRs and patient monitoring devices feeds health information 
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exchanges. APIs and ETL tools transport this data to a central data lake for safe and standard storage [27]. 

Google's machine learning models like Tensor Flow can analyze this raw data to identify trends and 

improve accuracy. It educates healthcare practitioners [1]. These processed insights help doctors and 

nurses make better patient care choices. Big Query and other scalable cloud systems may leverage 

processed data. These platforms make data simple to access and allow system growth without affecting 

performance or data security [1]. This system prepares data for instant use and assures healthcare data 

utilization and modification.   

Thematic Analysis  

Thematic analysis of the data reveals patterns and themes. The study scrutinizes the utilization of new 

credit score data. First, this study identifies key traits. The initial codes categorize data based on credit 

risk, behavioral data, and issues related to outdated scoring techniques. Inspect the codes for trends such 

as "alternative data enhancing credit access" and "machine learning enhancing predictive power." This 

method better explains how different data types affect credit score models than quantitative analysis.  

Research Limitations  

Using just secondary data limits the study's scope, particularly if critical data is absent. The organized 

grading and evaluation method reduces research bias due to analysis's subjectivity.   

 

 
Figure 4 Research Methods 

 

4. RESULTS  

Credit inclusion, data bias, behavioral insights, and model accuracy were the study's main subjects, 

showing how data affects credit scoring algorithms.  

Themes 1: Credit Inclusion  

Credit inclusion shows using several data sources greatly improves credit access for underrepresented 

groups, especially those with no credit history [1]. Traditional credit ratings don't appropriately assess 

refugees and recent creditworthiness. Lenders may be better able to assess borrowers' finances if they 

include energy bill payments and social media activity [2, 6]. This simplifies credit approval for rejected 

applicants.  

Theme 2: Data Bias 

Data inaccuracies may affect credit ratings, as discussed in "Data Bias." Alternative data may improve 

prediction accuracy, but data type and reading have warned customers about machine bias [4]. Social 

media may unintentionally perpetuate prejudices or mistreat some communities. These themes emphasize 

the necessity for periodic fairness checks and testing in machine learning models to minimize bias and 

assure credit equity [11].  
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Behavioral insights analyze human behavior using a variety of data types. Energy bill payment history  

and mobile phone usage may reflect financial stability [22]. These habits help lenders assess 

creditworthiness and lend money directly. The use of alternative data in conjunction with established 

metrics to uncover people's behavior more effectively than credit ratings [20].   

Themes 3: Model Accuracy  

Different data formats enhance machine learning predictions; incorporating varied data helps models 

identify borrowers, minimizing false negatives (misclassifying high-risk borrowers as low-risk) [23]. This 

idea suggests that large datasets and machine learning algorithms might enhance credit risk assessments. 

Consumers and financial organizations benefit from improved risk management and lending choices [24]. 

 

5. DISCUSSION  

Multiple data sources in credit scoring systems increase accuracy and value for everyone. Alternative data 

help those without credit get it, as shown by Credit Inclusion. Lenders may benefit from alternative data 

on clients with inadequate credit based on their money behaviors [25]. This complements previous 

research on how alternative data might improve financial inclusion, especially for individuals without 

access to conventional banks [26]. Lenders use energy payments, rental data, and social media activity to 

evaluate borrowers. 

However, data bias raises ethical concerns about the use of varied data. Due to the challenges associated 

with data sources, several researchers have expressed concerns about computer bias [27]. Social media 

financial data has the potential to unfairly penalize poor groups in credit ratings. Banks must do thorough 

accounting and fairness checks while building machine learning models [28]. To maintain public trust 

and fair banking, computers shouldn't promote preconceptions. 

Behavioral insights analyze human behavior using a variety of data types. Energy bill payment history 

and mobile phone usage may reflect financial stability [7]. These habits help lenders assess 

creditworthiness and lend money directly. This article demonstrates the use of alternative data in 

conjunction with established metrics to uncover people's behavior more effectively than credit ratings. 

Incorporating varied data helps models identify borrowers, minimizing false negatives (misclassifying 

high-risk borrowers as low-risk) [9, 10]. This idea suggests that large datasets and machine learning 

algorithms might enhance credit risk assessments. Consumers and financial organizations benefit from 

improved risk management and lending choices [4]. 

 

6. CONCLUSION  

Research shows how data influences credit score algorithms. The study underscores the ethical challenges 

of data bias, as well as the benefits of credit and model enhancement. As the financial sector evolves, 

incorporating various information may make loans fairer. However, it is crucial for all financial services 

professionals to remain vigilant about data-related social issues. Better credit score technologies could 

help make services more fair and inclusive. 

 

7. RECOMMENDATIONS AND FUTURE RESEARCH  

This study recommends that financial organizations integrate data from several sources into their credit 

scoring systems to improve accuracy and accessibility. Additionally, they should improve reporting to 

reduce computer bias. To increase openness and buyer comprehension, regulators should mandate 
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morality for other data uses. Future research should evaluate how alternative data influences credit score 

accuracy over time, how regional and cultural factors affect it, and how individuals feel about data priva- 

cy and justice. Professionals should develop machine learning algorithms for better predictions.  
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