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Abstract: 

For vehicle communications a new effective certificateless aggregate signature system is being 

introduced. The proposed class scheme is primarily designed to secure vehicle communications in 

VANETs by drastically reducing signature verification time and helping to validate further messages in 

the stated time, thereby increasing them. The proposed scheme has much less computational cost in 

terms of checking signatures. This system would work effectively in networks that have restricted 

resources such as Ad-hoc vehicle networks. The research approach is integrated with the real time 

communication with satellite and base station in parallel. This is the key reason that the approach can 

take more time in the real time interaction and more packets transfer to the base station and satellite is 

giving more efficiency and security to the overall Intelligent Transportation Network for Internet of 

Vehicles. 
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1.Introduction 

Latency 

In a real transmission, there is packet loss, and then retransmissions and further latency in the 

transmission path. Latency is the period prerequisite to transfer a packet transversely in  a network: 

• Latency might be estimated from numerous points of view: round trip, one way, and so on.  

• Latency might be affected by any component in the chain which is utilized to send information: 

workstation, WAN connections, switches, neighbourhood (LAN), server and at last it might be 

restricted, on account of huge organizations, by the speed of light. 

 

In MATLAB, the Integration for Latency is done with the wireless and signal processing features used 

with the association of latency parameter. In addition, the mathematical formulation to address and 

evaluate the latency is done in the source whereby the packets transmission and delay are logged and 

analysed. Following equations or formulas are used for the network latency. 

 

𝑁𝑒𝑡𝑤𝑜𝑟𝑘 𝐿𝑎𝑡𝑒𝑛𝑐𝑦 = (𝑃𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑙𝑎𝑦) + (𝑆𝑒𝑟𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑙𝑎𝑦)         𝑒𝑞. (1.1) 

 

𝑃𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑙𝑎𝑦 =
(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒)

(𝑆𝑝𝑒𝑒𝑑)
                                                                         𝑒𝑞. (1.2) 
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𝑆𝑒𝑟𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑙𝑎𝑦 =
(𝑃𝑎𝑐𝑘𝑒𝑡 𝑠𝑖𝑧𝑒 (𝐵𝑖𝑡𝑠)

(𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 (𝑏𝑝𝑠)
                                           𝑒𝑞. (1.3) 

 

𝑃𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒

= (𝐹𝑟𝑎𝑚𝑒 𝑆𝑒𝑟𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒) +  (𝐿𝑖𝑛𝑘 𝑚𝑒𝑑𝑖𝑎 𝑑𝑒𝑙𝑎𝑦) + (𝑄𝑢𝑒𝑢𝑒𝑖𝑛𝑔 𝑑𝑒𝑙𝑎𝑦)

+ (𝑁𝑜𝑑𝑒 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑑𝑒𝑙𝑎𝑦)                 𝑒𝑞. (1.4) 

 

 

𝐹𝑟𝑎𝑚𝑒 𝑠𝑒𝑟𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 =
𝑆

𝑅
                                                                               𝑒𝑞. (1.5) 

 

𝐿𝑖𝑛𝑘 𝑚𝑒𝑑𝑖𝑎 𝑑𝑒𝑙𝑎𝑦 =
𝐷

𝑝
                                                                                               𝑒𝑞. (1.6) 

 

𝑄𝑢𝑒𝑢𝑒𝑖𝑛𝑔 𝑑𝑒𝑙𝑎𝑦 =
𝑄

𝑅
                                                                                                  𝑒𝑞. (1.7) 

 

𝑁𝑜𝑑𝑒 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑑𝑒𝑙𝑎𝑦 𝑖𝑠 𝑛𝑜𝑟𝑚𝑎𝑙𝑙𝑦 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 𝑜𝑟 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑                     𝑒𝑞. (1.8) 

 

𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑑𝑒𝑐𝑜𝑑𝑒𝑟: 𝑅 ⤍ 𝐿𝑖𝑛𝑘 𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒 (
𝑏𝑖𝑡𝑠

𝑠𝑒𝑐𝑜𝑛𝑑
)                                           𝑒𝑞. (1.9) 

 

𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑑𝑒𝑐𝑜𝑑𝑒𝑟: 𝑆 ⤍ 𝑃𝑎𝑐𝑘𝑒𝑡 𝑠𝑖𝑧𝑒 (𝑏𝑖𝑡𝑠)                                                        𝑒𝑞. (1.10) 

 

𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑑𝑒𝑐𝑜𝑑𝑒𝑟: 𝐷 ⤍ 𝐿𝑖𝑛𝑘 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑚𝑒𝑡𝑒𝑟𝑠)                                            𝑒𝑞. (1.11) 

 

𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑑𝑒𝑐𝑜𝑑𝑒𝑟: 𝑃 ⤍ 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑑𝑒𝑙𝑎𝑦 (𝑠𝑒𝑐𝑜𝑛𝑑𝑠)                                   𝑒𝑞. (1.12) 

 

𝑝: 𝑚𝑒𝑑𝑖𝑢𝑚 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑠𝑝𝑒𝑒𝑑 (
𝑚𝑒𝑡𝑒𝑟𝑠

𝑠𝑒𝑐𝑜𝑛𝑑
)                                                        𝑒𝑞. (1.13) 

 

𝑠𝑝𝑒𝑒𝑑 𝑖𝑛 𝑐𝑜𝑝𝑝𝑒𝑟 𝑖𝑠 ⤍ 210 ∗ 10 ∗∗ 6                                                                     𝑒𝑞. (1.14) 

 

𝑠𝑝𝑒𝑒𝑑 𝑖𝑛 𝑓𝑖𝑏𝑒𝑟 𝑖𝑠 ⤍ 300 ∗ 10 ∗∗ 6                                                                        𝑒𝑞. (1.15) 

 

𝑄: 𝑄𝑢𝑒𝑢𝑒 𝑑𝑒𝑝𝑡ℎ (𝑏𝑖𝑡𝑠) ⤍ 

𝑛𝑜𝑡𝑒 𝑖𝑓 𝑡ℎ𝑒 𝑙𝑖𝑛𝑘 𝑖𝑠 𝑛𝑜𝑡 𝑐𝑜𝑛𝑔𝑒𝑠𝑡𝑒𝑑, 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑄𝑢𝑒𝑢𝑒 𝑑𝑒𝑝𝑡ℎ                      𝑒𝑞. (1.16) 

 

Latency refers to the time it takes for data or a request to be conveyed from source to destination. Such 

latency explanations maybe because of saturating port of the network protocol, protocol failures, packet 

fragments, provider upstream outages, routing problems, etc. Packets queuing at any gateway in the 

process of travel are the most frequent source of latency. For latency of the network, it can be 

established as soon as the request from the sender to the recipient is processed and the recipient is 

needed. The entire trip from the browser to the server is also required. It is certainly preferred that you 
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stay as close to 0 for this time, but you can play certain stuff to avoid latency on your website. If a 

channel's duration is low and bandwidth is low, therefore the performance is low. 

 

If, however, the latency is low and the bandwidth high, higher efficiency and more effective link would 

be possible. Latency produces network congestion, thus reducing the volume of data that can be 

processed. Latency is an inherent feature of our networking which can be reduced, though not removed. 

Latency is a time delay indicator. In a network, latency tests the time taken to bring some data through 

the network to its destination. The time taken for information to arrive at and return to its destination is 

usually measured as a round trip delay. The delay in the journey is an essential measurement since a 

device using a TCP / IP network sends a small number of data to its place of business and then waits for 

a reception before transmitting it. The delay in the journey thus has a direct influence on network 

efficiency. 

The smaller the bandwidth of a network, the quicker it is. A fast ping is a more sensitive link calculated 

in milliseconds (ms). Low latency and low bandwidth also mean low performance. Thus, although data 

packets can be supplied without delay, there can still be significant congestion because of a limited 

bandwidth.  

 

Table 1.1: Latency: 100 Nodes 

Simulation 

Attempt Scenario 

Smart Middleware 

Architecture 

Greedy Heuristics 

Approach 

Improvements 

(Percentage) 

1 2.5 2.9 7.41 

2 2.1 2.4 6.67 

3 2.3 2.6 6.12 

4 1.9 2.1 5 

5 2.4 2.6 4 

 

Figure 1.1 shows the slighter values of Latency parameter in middleware architecture when contrasted 

with greedy heuristic approach. On evaluation of latency on 100 nodes, the improvements (in 

percentage) is 7.41, 6.67, 6.12, 5, 4 respectively in heuristic approach for different simulation attempts. 

This outcome displays that middleware approach is better when we compare it with the greedy approach.  

 

 
Figure 1.1: Latency: 100 Nodes 
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Table 1.2: Latency: 200 Nodes 

Simulation 

Attempt Scenario 

Smart Middleware 

Architecture 

Greedy Heuristics 

Approach 

Improvements 

(Percentage) 

1 2.1 2.4 6.67 

2 2.3 2.7 8 

3 2.2 2.6 8.33 

4 1.5 2.1 16.67 

5 2.4 2.8 7.69 

 

Figure 1.2 displays the value of Latency on 200 nodes. This result depicts that middleware approach is 

better as there is enhancements (in percentage) of 6.67, 8, 8.33, 16.67, 7.69 correspondingly in greedy 

heuristic approach for the changed simulation attempts. The outcome illustrates that smart middleware 

approach is improved in comparison with greedy approach. 

𝐹𝑜𝑟 𝑐𝑎𝑙𝑢𝑐𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡𝑠, 𝑡ℎ𝑒 𝑓𝑜𝑟𝑚𝑢𝑙𝑎 𝑖𝑠 𝑎𝑠                                                 

→ (
𝑥 − 𝑦

(𝑥 + 𝑦)
) ∗ 100,

𝑥 𝑖𝑠 𝑚𝑖𝑑𝑑𝑙𝑒𝑤𝑎𝑟𝑒 𝑎𝑝𝑝𝑟𝑜𝑎𝑐ℎ  𝑎𝑛𝑑 𝑦 𝑖𝑠 𝑔𝑟𝑒𝑒𝑑𝑦 ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐 𝑎𝑝𝑝𝑟𝑜𝑎𝑐ℎ            𝑒𝑞. (1.1) 

 

 
Figure 1.2:  Latency: 200 Nodes 

 

Table 1.3:  Latency: 300 Nodes 

Simulation 

Attempt Scenario 

Smart Middleware 

Architecture 

Greedy Heuristics 

Approach 

Improvements 

(Percentage) 

1 1.8 2.4 14.29 

2 2.1 2.4 6.67 

3 2.4 2.6 4 

4 1.7 2.2 12.82 

5 2.3 2.5 4.17 
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On evaluation of latency on 300 nodes, the improvements (in percentage) is 14.29, 6.67, 4, 12.82, 4.17 

respectively in greedy heuristic approach for the diverse simulation attempts. Figure 1.3 displays that 

there is huge improvement in latency value in greedy approach on 300 nodes. The results are varying 

drastically but it displays enhancement for middleware approach on every simulation attempts.   

 

 
Figure 1.3:  Latency: 300 Nodes 

 

Table 1.4:  Latency: 400 Nodes 

Simulation 

Attempt Scenario 

Smart Middleware 

Architecture 

Greedy Heuristics 

Approach 

Improvements 

(Percentage) 

1 1.8 2.3 12.20 

2 2.1 2.4 6.67 

3 2.4 2.7 5.88 

4 1.7 2.4 17.07 

5 2.4 2.9 9.43 

 

On evaluation of latency on 400 nodes, the improvements (in percentage) are 12.20, 6.67, 5.88, 17.07, 

9.43 correspondingly in greedy heuristic approach as compared with smart middleware architecture for 

different simulation attempts. Figure 1.4 and Table 1.4 illustrates that smart middleware approach is 

very substantial in every single simulation attempts, when compared with greedy heuristic approach.  
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Figure 1.4:  Latency: 400 Nodes 

 

Table 1.5:  Latency: 500 Nodes 

Simulation 

Attempt Scenario 

Smart Middleware 

Architecture 

Greedy Heuristics 

Approach 

Improvements 

(Percentage) 

1 1.3 1.6 10.34 

2 1.5 2.3 21.05 

3 2.2 2.4 4.35 

4 1.6 2.3 17.95 

5 2.3 2.7 8 

 

On estimation of latency on 500 nodes, the enhancements (in percentage) is 10.34, 21.05, 4.35, 17.95, 8 

correspondingly in greedy heuristic approach as compared with smart middleware approach for the 

different simulation attempts. Figure 1.5 of Latency illustrates that for every simulation attempts on 500 

nodes value, the middleware approach has reduced values of delay.   
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Figure 1.5:  Latency: 500 Nodes 

 

Conclusion 

Performance parameters are selected for this purpose are latency These are standard performance 

metrics to Results for VANET smart middleware architecture are compared with greedy heuristic 

approach using the parameters stated above. It is observed that middleware approach performs better 

than the greedy heuristic approach with respect to all metrics. In other words, smart middleware 

approach achieves low latency, small power dissipation with varying number of nodes.   
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