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Abstract 

In recent years there has been an increase in interest in collecting and studying text from social 

networks, review websites, blogs, forums and other forms of user-generated information. The text offers 

a vast array of ideas from people of diverse profiles, including education, age and their perspectives, 

region of residence, on how they see goods and services, policy opinions, etc. The analysis of 

judgments, responses, and emotions drawn from texts is known as sentiment analysis. The sentiment 

categorization procedure establishes whether a text is subjective or objective, or whether it provokes 

both positive and negative responses. The most popular method of classification is based on polarity or 

orientation for accomplishing tweet sentiment analysis.  In this paper, a detailed survey on various 

algorithms used for performing opinion mining, sentiment analysis, tweet sentiment analysis is discussed 

in detail. The study shows that text preprocessing, data mining, machine learning algorithm and deep 

learning paradigms plays a vital role in categorization of people’s feeling on a specific topic or a 

product. In this study, the existing challenges in optimizing the process of tweet sentiment analysis is 

also discussed and the suggestions for improving is also discussed.  
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Introduction  

Although data mining mostly focuses on finding patterns in numerical data, language can also be used to 

convey information. Contrary to mathematical data, text is usually unorganized and challenging to 

manage. A subset of text mining is referred known as data mining [1]. The goal of text mining, a young 

field, is to extract informational value from written or unstructured data. As a result, the term "text 

mining" describes the act of looking through textual material to discover pertinent patterns. Since text 

databases are unstructured, using them might be difficult. The practice of extracting keywords, concepts, 

and other data from various text documents is known as text mining [2]. A common method in opinion 

mining for identifying sentiments, subjectivities, and sensitive states in online writings is sentiment 

analysis. The process of product evaluation was finished by organizing the product attributes. Currently, 
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sentiment polarity assessment is employed in a variety of areas like banking, politics, sports, education, 

entertainment, etc. 

This concentrates on the review of content with a direction, such as opinions or views. A text's 

subjective or objective nature or whether it stimulates both positive and negative feelings are determined 

by the sentiment categorization process [3]. There are several significant elements of this classification 

methodology, such as different procedures, vocations, methodologies, qualities, and application 

domains. There are many occupations in the classification of sentiment polarity. The three main 

components of categorization are a class, a level, and an assumption regarding the sentiment sources and 

objectives. 

The distinguishing two-class problem entails categorizing emotions as positive or negative. Sentiment 

analysis focuses on defining a user's point of view in relation to a given area. Assessment, perception, 

and even emotional stages are all part of the point of view. The categorization of the polarity of specific 

text at the levels of characteristics, documents, phrases, and so on is the most important task in sentiment 

analysis. Applying the classification of polarities, emotional stages such as happy, angry and sad are 

determined [4]. 

This classification also identifies the benefits and drawbacks of statements in online reviews, assisting in 

the more accurate evaluation of products. Agreement detection is another type of binary emotion 

categorization. 

 

Related Work  

More people are using the internet and social media to communicate their views and opinions. As a 

result, the number of user-generated sentences including sentiment data increased. It's unavoidable to 

experiment with new ways in order to obtain a better understanding of how people feel and react in 

various scenarios. Abd et al [5] in their work evaluated the performance of various machine learning and 

deep learning methods, as well as providing a new hybrid system for sentiment categorization that 

combines text mining and neural networks. The dataset used in this study contains over one million 

tweets from five different domains. 75 percent of the dataset was used to train the system, while the 

remaining 25% was used to test it. 

Bing et al. [6] devised a two-step automated method for sorting tweets. To make the task of creating 

classifiers easier, they used a raucous tutoring set. They classified tweets into subjective and objective 

categories first and foremost. Subjective tweets are now referred to as "immense" and "negative" tweets. 

Zulfadzli et al [7] done a detailed review about sentiment analysis in social media that looked into the 

methodology, platforms used, and applications. Users have submitted a vast amount of raw material to 

social media in the form of text, videos, photographs, and audio. The following trusted and credible 

databases were used to conduct a systematic review of papers published between 2014 and 2019. The 

publications were evaluated in light of the study's objectives. The findings suggest that the majority of 

publications used the opinion-lexicon method to analyse text sentiment in social media, extracting data 

from microblogging sites, mostly Twitter, and using sentiment analysis such as healthcare, business, 

events and politics.  

Dorababu et al [8] contributed sentiment analysis based on the assumption assessment for customers 

assessment class, which is used to evaluate data in the form of a collection of tweets, where 

investigations are extremely unstructured and are either high fine or dreadful, or somewhere in the 

between. For this, initially the dataset is preprocessed dataset, then extracted the adjective from the 
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dataset that has a couple of significance, referred to as the capacity vector, selected the component 

vector posting, and then performed device examining using Naive bayes, maximum entropy, and SVM 

laterally the edge of semantic overview based on word net, which extracts synonyms and similarity for 

the content. 

 Luciano et al [9] offered a method for automatically detecting feelings in Twitter messages (tweets) that 

considers specific features of how tweets are written as well as meta-information about the words that 

make up these messages. In addition, they use sources of noisy labels as training data. A few sentiment 

detection websites provided these noisy labels based on twitter data. 

Hagen et al [10] categorize the features represented in a tweet as either positive, negative or neutral, we 

repeat three classification algorithms using different feature sets. The replicated techniques are also 

merged in an ensemble, with individual classifiers' confidence scores for the three classes averaged and 

sentiment polarity determined based on these averages. 

Deep learning and neural networks have been increasingly important in sentiment analysis in recent 

years, and they are now widely regarded as the most advanced way for analyzing a variety of languages. 

Tamil is one of the Indian languages where a state-of-the-art sentiment analysis model is still required. 

Tamil language presents greater obstacles due to its unique features, grammar structure, and 

agglutinative nature. To analyse Tamil tweets, Anbukkarasi et al [11] developed a combination of 

character-based Deep Bidirectional long short-term memory neural networks. 

Gangula et al [12] designed a  corpora for telugu text and assigning polarities to them is described in this 

study. Following the establishment of corpora, they trained classifiers to produce accurate classification 

results. A sentiment classifier is usually trained on data from the same domain that it will be evaluated 

on. However, there may not be enough data in the same area, and combining data from several sources 

and domains may aid in the development of a more universal sentiment classifier that can be used across 

multiple domains. Sentiment data is used from the above corpus from several domains to develop this 

generalist classifier. For both in-domain and cross-domain categorization, initially examined sentiment 

analysis models developed with a single data source. Then, using data samples from several areas to 

construct a sentiment model and validated their performance based on its accuracy of classification.  

Hughes et al [13] developed a system for automatically classifying clinical literature at the sentence 

level to handle complicated text features, a Deep Convolutional Neural Network is used. They used 

extensive classification of health data to train the model. 

Kudo [14] improved the neural network performance by addressing the issue of segmentation vagueness. 

The regularization method is used to train sub words with a simple regularization. The sampling process 

is aided by multiple sub word segmentation using the unigram language technique. 

Devlin et al [15] anticipated Bidirectional Encoder Representation model, which is a new language 

representation paradigm. To comprehend the pattern of unlabeled text, the method pretrains bidirectional 

representation in all layers, both left and right. 

Sultana et al. [16] developed a deep learning model which performs sentiment analysis of education 

data. They used Multilayer perceptron and Support vector machine for training education dataset to 

predict the sentiment analysis. 

Amir Hamzah et al. [17] on their wok used Hidden Markov Model along with POS TAG to determine it 

is a positive or negative opinion. Automatic detects the orientation of the opinion with its target label.  

Wook et al. [18] performed lexicon-based opinion mining which explores the assessment of teaching 

results. In this work sentiment tendency is analyzed over the student’s feedback which is used for 
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extracting intensifier words. Teaching assessment is described in terms of positive, neutral or negative 

opinions.  

Kumar Ravi et al. [19] stated in their survey about the various natural language processing techniques, 

machine learning and sub task performance to achieve the sentiment analysis.  

Leary et al. [20] reported in their work about blog mining, which comprised of mining and blog 

searching. This work analyzed the blog types, its unit and type of opinions to be extracted from blogs. 

Montoyo et al. [21] in their work discussed about the problems involved in sentiment and subjectivity 

analysis and how the machine learning approaches are used to solve the problems in a better manner.  

Liu et al. [22] designed a various task conceivable and works based on opinion mining and sentiment 

analysis. The activities discussed in this work are sentiment classification and subjectivity, sentiment 

analysis based on aspect, lexicon generation, comparative opinions, summarization of opinion and spam 

detection opinion and reviews quality are analyzed.  

Tsytsarau and Palpanas [23] performed a survey on opinion mining for spam detection, contradiction 

analysis and aggregation of opinion. Several opining mining approaches are compared with few of the 

general dataset.  

Ali Hasan et al. [24] in their paper designed a hybrid approach which comprised of sentiment analyzing 

along with machine learning models. This work also performed political view-based sentiment analysis 

by comparing the support vector machine and naïve bayes.  

Kanavos et al. [25] explore an algorithm which handles the emotions from tweets by handling huge 

volume of dataset to perform sentiment analysis. The author in another work [26] determines the social 

communities with significant by conveying metric value for users’ emotional posts which is collected 

from twitter profiles. 

Alcober et al [27] concentrated on creating a cutting-edge community detection model which will take 

use of user emotion. The user’s tweets are analyzed using Ekman emotional scale, which uses three 

variants measures and deployed community modularity detection technique.  

After more than a year of adjusting to distance learning techniques that are now thought of as the new 

norm, Mohana et al [28] constructed an opinion mining on the education level of Filipinos. They 

employed three distinct classification methods to assess opinion mining's accuracy. Final results reveal 

that deep learning algorithms are most suitable for opinion mining. 

Vohra et al [29] designed a finely tuned convolutional network with annotated set of tweets using 

valence aware dictionary.  They adopted fast text embedding model is adopted to training the text corpus 

dataset. The authors stated that effective extraction of useful text is very challenging to produced best 

sentiment analysis.  work about sentiment analysis on twitter dataset using deep learning and machine 

learning algorithms. The voting-based ensemble technique is used for binary classification of polarity of 

the tweet.  

Habib et al [30] devised a hybrid deep learning algorithm is used to discover tweet as negative or 

positive sentence. The long short-term memory improves the classification of either multi-class or binary 

class categorization by using different word embedding strategies. The work expresses the attitudes, 

emotions from the opinion of publics.  

 

Limitation in existing algorithms for sentiment analysis and opinion mining  

• Class imbalance among the training dataset and testing dataset of tweet and sentiment analysis. 

• Overfitting problem when the volume of dataset is huge in opinion mining 
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• Recognition of accurate user comments is very difficult in case of polarity detection in opinion or 

sentiment analysis.  

• While using conventional Deep learning algorithms the weights are assigned in trial and error basis, 

then the prediction model produces less accuracy with higher error rate. So, assignment of weight 

values is very important during classification or prediction process 

• The unknown pattern of tweets cannot be categorized by the classification model accurately.  

 

Conclusion  

In this paper, the detailed investigation of the existing algorithms used in tweet sentiment or polarity 

analysis in various domains, such as product, education, books, etc., The most of the classification 

algorithms focused on dataset with labels. They strongly depend on the training phase of the dataset in 

sentiment analysis. The text preprocessing, extraction of features and utilizing the significant part of the 

text are the major challenges to improve the quality of the sentiment analysis. The objective of this 

survey is to explore the major challenges in text classification based on polarity or opinion mining. The 

exiting problems can be overcome by focusing on  

• Developing classification model with the ability of handling class imbalance 

• Construction deep learning models with optimized hyperparameter control  

• Designing unsupervised learning model to attain global optimization by fusing optimization 

algorithms.  
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