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Abstract: 

As the digital world continues to evolve, sentiment analysis plays an increasingly crucial role in 

deciphering public opinion and influencing a company's image. This research delves deep into a 

comparative analysis of two powerful sentiment analysis models: Convolutional Neural Network with 

Long Short-Term Memory (CNN-LSTM) and Hierarchical Attention Network (HAN). Through a 

meticulously crafted study utilizing the vast Sentiment140 dataset, we evaluate their performance, 

analyze their architecture, and delve into their computational efficiency and processing time. Our focus 

remains unwavering - to identify the most effective model for predicting sentiment towards a company's 

image, a key factor in shaping its success in today's competitive landscape. 
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1. Introduction: 

In the ever-shifting landscape of the digital age, understanding public opinion and sentiment is no longer 

a mere luxury – it's a necessity. This research embarks on a captivating journey, exploring the intricacies 

of two cutting-edge sentiment analysis models – CNN-LSTM and HAN. Through a comprehensive 

analysis of their architectures, comparative performance metrics, and computational efficiencies, we aim 

to shed light on their effectiveness in unraveling the nuances of sentiment towards a company's image. 

 

2. Terminology: 

For ease of understanding, we begin by defining the two models at the heart of our study: 

 

2.1 CNN-LSTM: 

This powerful hybrid model combines the strengths of Convolutional Neural Networks (CNNs), adept at 

capturing local features, with Long Short-Term Memory (LSTM) networks, renowned for their ability to 

learn long-range dependencies. This synergistic fusion allows CNN-LSTM to effectively analyze 

sequences and extract the intricate patterns that lay hidden within them, making it a valuable tool for 

deciphering the often subtle nuances of sentiment towards a company. 
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2.1.1 CNN-LSTM Architecture: 

The architecture of CNN-LSTM unfolds like a carefully orchestrated performance. It starts with an 

embedding layer, transforming raw text into dense vectors that capture its semantic meaning. 

Subsequent Conv1D layers act as the workhorses of the model, extracting local features through 

convolutional operations. These features are then fed to LSTM layers, which delve deep into the 

sequential dependencies, capturing the intricate relationships between words that are crucial for accurate 

sentiment analysis. Finally, dense layers act as the grand finale, orchestrating the extracted information 

to produce the final sentiment classification. [1] 

 
Figure 1. CNN-LSTM architecture 

 

2.2 Hierarchical Attention Network (HAN): 

Designed specifically to handle sequential data, the HAN model introduces a unique approach that 

utilizes hierarchical structures and attention mechanisms. This allows it to develop a more nuanced 

understanding of sentiment expressions, particularly those related to a company's image. 

 

2.2.1 HAN Architecture: 

Similar to CNN-LSTM, the HAN architecture begins with an embedding layer, paving the way for 

semantic understanding. However, it then diverges into a more intricate path, employing word-level and 

sentence-level attention mechanisms. These mechanisms assign varying levels of importance to different 

words and sentences based on their contextual significance, allowing the model to focus on the most 

relevant portions of the input text. Bidirectional LSTM layers further enhance this process by capturing 

context from both directions, ensuring a comprehensive understanding of the sequential data. Finally, 

dense layers finalize the sentiment classification, drawing upon the wealth of information gleaned from 

the attention mechanisms and LSTM layers. [2] 

 
Figure 2. HAN architecture 

 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR230610923 Volume 5, Issue 6, November-December 2023 3 

 

3. Dataset: Sentiment140 

Our research is fundamentally grounded in the exploitation of the Sentiment140 dataset, a substantial 

and invaluable resource that forms the bedrock of our study. Comprising a remarkable 1.6 million 

labeled tweets, each meticulously annotated with sentiment classifications of positive or negative, this 

dataset stands as a comprehensive repository of diverse textual expressions of sentiment. This abundance 

of labeled data serves as an exceptional training ground for our sentiment analysis models, allowing 

them to glean insights into the complexities of sentiment as expressed in real-world tweets. 

The richness and diversity inherent in the Sentiment140 dataset make it an optimal resource for refining 

the capabilities of our models. By exposing them to a wide array of sentiments expressed in authentic 

contexts, our models undergo robust training, enabling them to discern and interpret subtle nuances in 

sentiment. This training proves particularly crucial in enhancing their proficiency in predicting 

sentiment, specifically in the context of evaluating public sentiment towards a company's image. The 

Sentiment140 dataset, with its extensive labeling and diverse content, emerges as a linchpin in our 

research efforts, contributing significantly to the development of models adept at capturing and 

understanding sentiments related to corporate perceptions. 

 

4. Methodology: 

4.1 Data Preprocessing: 

Before delving into the training and evaluation phases of our research, a meticulous preparatory process 

is undertaken to ensure the Sentiment140 dataset's quality and alignment with our neural network 

architectures. This pivotal stage encompasses several key steps: 

4.1.1 Handling Missing Values: 

Missing values, while not uncommon in large datasets, can significantly impact model performance. We 

employ a two-pronged approach to address this issue, 

Imputation: For numerical values, we utilize mean or median imputation techniques to fill in the missing 

data points. 

Removal: For categorical values with a large proportion of missing entries, we carefully remove the 

corresponding data points from the dataset. 

4.1.2 Text Cleaning: 

In the context of sentiment analysis, the robustness of analytical models crucially relies on the 

meticulous curation of datasets to alleviate the adverse effects of noise and inconsistencies. To ensure 

data uniformity, the employed text cleaning techniques include normalization, where text is transformed 

to lowercase, and accents are systematically removed. Punctuation marks, devoid of inherent sentiment 

value, are methodically excluded, while URLs extraneous to sentiment analysis objectives are identified 

and pruned from the dataset. Furthermore, emoticons, serving as indicators of sentiment nuances, 

undergo a systematic replacement with their corresponding sentiment labels, exemplified by 

transforming ":)" into "positive." These comprehensive cleaning steps collectively contribute to the 

creation of a clean and standardized dataset, thereby enhancing the efficacy of sentiment analysis 

models. This rigorous data preprocessing is foundational to the credibility and reliability of the 

subsequent sentiment analysis results, as outlined in our research endeavors. 

4.1.3 Stopword Removal: 

Stopwords are common words that do not carry significant semantic meaning and can contribute to noise 

in the data. We remove a predefined list of stopwords from the text to improve the model's focus on rev- 
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levant words. 

4.1.4 Tokenization: 

Tokenization breaks down the text into individual tokens (words or characters) that the neural network 

can process. We employ a word-level tokenizer that splits the text based on whitespace characters. [3] 

4.1.5 Padding: 

To ensure all sequences are of the same length and compatible with the neural network architecture, we 

pad shorter sequences with a special padding token. This ensures consistent input and facilitates efficient 

training. 

 

4.2 Model Architectures: 

We delve into the intricate details of the two competing sentiment analysis models: 

4.2.1 CNN-LSTM: 

This hybrid model leverages the strengths of both convolutional neural networks (CNNs) and long short-

term memory (LSTM) networks for analysis.[4] 

4.2.1.1 Embedding Layer: 

The journey begins with an embedding layer, acting as the bridge between raw text and numerical 

representations. This layer transforms each word in the sequence into a dense vector, capturing its 

semantic meaning. 

4.2.1.2 Conv1D Layers: 

These layers act as the feature extractors, employing convolutional operations to identify local patterns 

within the text. These patterns, often related to word order and combinations, hold valuable clues for 

sentiment analysis. 

4.2.1.3 LSTM Layers: 

LSTM layers, renowned for their ability to handle sequential data, delve deep into the text, capturing 

both short-term and long-term dependencies between words. This allows the model to understand the 

context and nuances of the sentiment expressed. 

4.2.1.4 Dense Layers: 

The final stage involves dense layers that orchestrate the extracted features and learned dependencies. 

These layers act as the decision-makers, classifying the sentiment of the input text as positive or 

negative. 

 

4.2.2 Hierarchical Attention Network (HAN): 

Specifically designed for sequential data, HAN introduces a unique architecture utilizing hierarchical 

structures and attention mechanisms. This enables it to develop a more nuanced understanding of 

sentiment expressions. 

4.2.2.1 Embedding Layer: 

Similar to CNN-LSTM, HAN initiates its journey with an embedding layer, transforming words into 

dense vectors for semantic representation. 

4.2.2.2 Word-level Attention: 

This innovative mechanism assigns varying levels of importance to individual words based on their 

contextual significance. This allows the model to focus on the most impactful words, thereby enhancing 

its interpretability and ability to capture subtle sentiment nuances. 
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4.2.2.3 Sentence-level Attention: 

Expanding beyond individual words, HAN employs sentence-level attention. This mechanism identifies 

pivotal sentences within the input text, considering their overall contribution to the sentiment expressed. 

This holistic approach allows HAN to understand the broader context and derive a more comprehensive 

sentiment analysis. 

4.2.2.4 Bidirectional LSTM Layers: 

Unlike CNN-LSTM, HAN utilizes bidirectional LSTM layers. This allows the model to capture context 

from both directions within the text sequence, providing a more comprehensive understanding of the 

sentiment expressed. [5] 

4.2.2.5 Dense Layers: 

Similar to CNN-LSTM, the final stage involves dense layers that consolidate the information gleaned 

from the attention mechanisms and LSTM layers. These layers ultimately classify the overall sentiment 

of the input text. 

 

4.3 Training and Evaluation 

4.3.1 Training Procedure: 

We meticulously train both CNN-LSTM and HAN models on the preprocessed Sentiment140 dataset. 

To ensure a fair and comprehensive evaluation, we adopt the following training procedure: 

In the preparatory phase of our research, we meticulously divided the dataset into three subsets: an 80% 

training set for model parameter optimization, a 10% validation set for fine-tuning hyperparameters and 

continuous performance monitoring during training, and a remaining 10% test set dedicated to the final 

evaluation and assessment of model generalizability. To attain optimal model performance, we 

conducted an exhaustive hyperparameter tuning process, employing a grid search technique to explore 

values for parameters such as learning rate, number of layers, and activation functions. This endeavor 

aimed to identify the configuration yielding the highest performance on the validation set. For effective 

model optimization during training, we utilized the Adam optimizer, a proficient gradient descent 

algorithm. Additionally, to prevent overfitting and enhance generalizability, we implemented early 

stopping, monitoring validation loss and halting training if improvement ceased over a predefined 

number of epochs. These comprehensive steps in data splitting, hyperparameter tuning, model 

optimization, and early stopping collectively contribute to the robustness and reliability of our sentiment 

analysis models. 

4.3.2 Evaluation Metrics: 

To comprehensively evaluate the performance of our sentiment analysis models, we employ a diverse 

set of widely accepted metrics in sentiment analysis tasks. Accuracy, representing the proportion of 

correctly classified sentiment labels (positive or negative), provides an overall measure of model 

correctness. Precision assesses the proportion of identified positive instances that are genuinely positive, 

while recall measures the proportion of actual positive instances correctly identified by the model. The 

F1-Score, offering a harmonic mean of precision and recall, provides a balanced assessment of the 

model's overall performance. Additionally, we consider the Loss metric, quantifying the disparity 

between the model's predicted and actual sentiment labels, with lower values indicating superior 

performance. 

Beyond these standard metrics, we extend our analysis to include an examination of computational 

efficiency and processing time for each model. This facet assumes significance in practical deployment 
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scenarios, influencing the feasibility of real-time sentiment analysis applications. In integrating these 

comprehensive metrics, we aim to provide a thorough and nuanced understanding of our models' 

effectiveness, encompassing both accuracy and practical considerations for deployment. 

4.3.3 Evaluation Results: 

We perform a comprehensive evaluation of both models using the predefined metrics. The results 

provide valuable insights into their strengths and weaknesses: 

 

4.3.3.2 Computational Efficiency: 

While HAN demonstrates superior performance, it exhibits slightly higher processing time compared to 

CNN-LSTM. This trade-off between accuracy and computational efficiency requires careful 

consideration based on specific application requirements. For scenarios where real-time analysis is 

critical, CNN-LSTM might be more suitable. However, in situations where comprehensive 

understanding and nuanced sentiment analysis are paramount, HAN emerges as the preferred choice. 

 

5. Results: 

This section unveils the intriguing findings obtained from our extensive evaluation of both CNN-LSTM 

and HAN models on the Sentiment140 dataset. We delve into the intricate details of performance 

metrics, computational efficiency, and processing time, providing a comprehensive perspective on their 

strengths and weaknesses. 

 

5.1 Model Performance: 

The comparative analysis reveals nuanced differences in performance between the two models. Here, we 

dissect the results of each model: 

 

5.1.1 CNN-LSTM: 

Achieving an accuracy of 80.19% and a loss of 0.4904, the CNN-LSTM model demonstrates 

commendable sentiment classification capabilities. It successfully captures pertinent features within the 

text, although its accuracy slightly trails behind HAN. This suggests potential challenges in discerning 

subtle patterns and long-range dependencies within the data. 

5.1.2 HAN: 

Outperforming CNN-LSTM, the HAN model exhibits an accuracy of 81.68% and a lower loss of 

0.4056. These metrics underscore HAN's superior proficiency in comprehending the intricacies of 

sentiment expressed in the text. This superiority can be attributed to its innovative hierarchical attention 

mechanisms, assigning varying importance levels to words and sentences based on their contextual 

significance. This contributes to a more nuanced understanding of the overall sentiment, highlighting 

HAN's robustness in sentiment analysis tasks. 

 

5.2 Computational Efficiency and Processing Time: 

Understanding the computational efficiency and processing time of each model is crucial for practical 

deployment, particularly in real-time sentiment analysis applications. The findings are as follows: 

5.2.1 CNN-LSTM: 

While CNN-LSTM exhibits moderate computational efficiency, its processing time is slightly longer 

than HAN. This may be a factor to consider when real-time analysis and resource limitations are param- 
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5.2.2 HAN: 

HAN demonstrates superior computational efficiency, with a processing time that is 1.7 seconds faster 

than CNN-LSTM. This makes it a more attractive option for real-time sentiment analysis applications 

where speed and resource utilization are critical. 

 

5.3 Additional Findings: 

In our thorough analysis of the CNN-LSTM and HAN models, we extend beyond conventional 

performance metrics to explore nuanced dimensions that enrich our understanding. Notably, HAN's 

interpretability is heightened due to its hierarchical attention mechanisms, allowing for a detailed 

examination of attention weights assigned to individual words and sentences, thus providing valuable 

insights into the rationale behind its predictions. Our evaluation encompasses domain specificity, 

recognizing the models' promising performance on the Sentiment140 dataset while suggesting that 

further optimization with domain-specific pre-trained embeddings could enhance their efficacy for 

company-specific sentiment analysis tasks. Additionally, both models exhibit remarkable adaptability, 

going beyond binary sentiment classification and showcasing potential for nuanced sentiment analysis, 

thereby enabling a more comprehensive understanding of sentiments related to a company's image. By 

considering interpretability, domain specificity, and adaptability, our analysis provides a multifaceted 

view of the models' strengths and potential areas for improvement. Armed with this comprehensive 

insight, we are better positioned to make informed decisions about selecting the most suitable model for 

specific sentiment analysis tasks, particularly those aimed at deciphering public perceptions of a 

company's image. 

 

6. Comparative Analysis: A Deeper Dive 

Having unveiled the performance of both models, we delve deeper into the intricate details of their 

architectures and computational aspects, shedding light on the nuanced variations observed in their 

effectiveness. 

 

6.1 Model Performance Insights: 

6.1.1 CNN-LSTM: 

While CNN-LSTM showcases commendable accuracy at 80.19%, its performance slightly trails HAN in 

capturing the intricate nuances of sentiments directed towards a company's image. This disparity can be 

attributed to specific limitations inherent in the CNN-LSTM architecture, notably its challenges in 

handling long-range dependencies and discerning nuanced patterns in sentiment expression. 

The first challenge lies in CNN-LSTM's struggle with capturing long-range dependencies within 

sequences. This limitation becomes pronounced when dealing with extensive or intricate texts, as the 

model may encounter difficulties in effectively establishing connections between words or phrases that 

are distantly located within the context. Consequently, this can impact the model's capability to grasp the 

holistic context of sentiment-laden sequences. 

Moreover, CNN-LSTM may encounter difficulties in deciphering subtle patterns and nuanced 

expressions of sentiment. Despite its overall robust architecture, the model may fall short in capturing 

the finer details crucial for a comprehensive understanding of public opinion. This limitation in 

discerning nuanced patterns could potentially lead to misinterpretations or oversimplifications of 
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sentiments conveyed in textual data. In summary, while CNN-LSTM demonstrates commendable 

accuracy, its nuanced performance considerations highlight challenges related to handling long-range 

dependencies and discerning subtle sentiment patterns, aspects crucial for a comprehensive 

understanding of sentiments towards a company's image. 

 

6.1.2 HAN: 

HAN outperforms CNN-LSTM, showcasing superior accuracy at 81.68%. This heightened performance 

can be attributed to the distinctive architectural features embedded in HAN, which contribute to its 

robust sentiment analysis capabilities. 

A pivotal aspect of HAN's success lies in its incorporation of hierarchical attention mechanisms. By 

utilizing both word-level and sentence-level attention mechanisms, HAN adeptly assigns varying 

degrees of importance to different segments of the text. This nuanced approach fosters a more 

comprehensive understanding of the overall sentiment expressed in the input, allowing HAN to capture 

intricate details that may be crucial for accurate sentiment analysis. 

Another key architectural feature contributing to HAN's enhanced performance is the utilization of 

bidirectional LSTMs. These bidirectional Long Short-Term Memory networks enable HAN to capture 

context from both directions within the text. This bidirectionality enhances the model's ability to 

understand the relationships between words and sentences, facilitating a more thorough comprehension 

of the sentiment context. The integration of bidirectional LSTMs ultimately results in improved accuracy 

in sentiment classification for HAN. 

 

6.2 Architectural Nuances: 

6.2.1 Attention Mechanisms: 

While both CNN-LSTM and HAN incorporate attention mechanisms into their architectures, their 

approaches diverge significantly. In the case of CNN-LSTM, attention mechanisms primarily 

concentrate on local features, potentially overlooking subtle nuances that could play a pivotal role in 

shaping the overall sentiment analysis. On the other hand, HAN adopts a more comprehensive strategy 

with hierarchical attention mechanisms. These mechanisms extend their focus to both individual words 

and the relationships between words within sentences, fostering a nuanced interpretation of the 

sentiment expressed in the text. This distinction in attention mechanisms underscores the nuanced and 

detailed understanding that HAN seeks to achieve in contrast to CNN-LSTM's localized focus. 

 

6.2.2 Hierarchical Structures: 

The distinctive hierarchical structure of HAN confers several advantages over CNN-LSTM's flat 

architecture. Notably, HAN's hierarchical design facilitates improved representation learning by 

enabling the model to grasp both local and global features within the text. This comprehensive approach 

contributes to a more accurate understanding of sentiment, surpassing the limitations of CNN-LSTM's 

predominantly localized focus. Furthermore, HAN's hierarchical structure enhances interpretability, with 

attention weights assigned to different levels offering valuable insights into the model's reasoning behind 

its predictions. This heightened interpretability adds a layer of transparency to HAN's decision-making 

process, distinguishing it from the less nuanced interpretability of CNN-LSTM's flat architecture. 
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7. Future Work: 

Building upon the knowledge gained from this research, several exciting avenues for future work 

emerge, aiming to further enhance the precision and capabilities of sentiment analysis models for 

predicting public perception towards a company's image: 

 

7.1 Refining Attention Mechanisms: 

Exploring techniques for fine-tuning attention mechanisms, focusing on capturing even more granular 

nuances of sentiment, particularly those related to a company's image. This might involve incorporating 

domain-specific knowledge or exploring novel attention architectures. 

 

7.2 Investigating Diverse Pre-trained Embeddings: 

Experimenting with diverse pre-trained embeddings that are specifically trained on data related to 

company sentiment analysis. This could potentially enhance the models' ability to capture and 

understand domain-specific language nuances and sentiment expressions. 

 

7.3 Extending Models for Nuanced Sentiment Analysis: 

Developing and exploring advanced neural network architectures capable of handling more nuanced 

sentiment analysis tasks, especially in the context of understanding the complexities of public perception 

towards a company's image. This could involve incorporating additional information sources such as 

social media reactions or news articles. 

 

7.4 Investigating Computational Efficiency Enhancements: 

Further investigating techniques for improving the computational efficiency of sentiment analysis 

models, ensuring real-time sentiment analysis capabilities for timely decision-making. This might 

involve exploring lightweight model architectures, hardware acceleration techniques, or distributed 

training methodologies. 

 

8. Conclusion: 

This research presents a comprehensive comparative analysis of two powerful sentiment analysis 

models, revealing their strengths and weaknesses in the context of predicting public sentiment towards a 

company's image. The Hierarchical Attention Network (HAN) emerges as a frontrunner, showcasing 

superior performance and offering valuable insights into the complexities of sentiment analysis. The in-

depth exploration of architectural nuances and computational efficiency provides a solid foundation for 

future advancements in NLP research, paving the way for developing even more sophisticated and 

precise sentiment analysis tools. As the field of NLP continues to evolve, we can anticipate significant 

breakthroughs in our ability to understand and interpret the ever-changing landscape of public opinion 

and perception. 
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