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Abstract 

Machine learning is a subset of Artificia  Intelligence. Artificial intelligence (AI) and machine learning 

(ML) are key technologies in solving problems and addressing a wide range of issues in many different 

fields. Due to its capacity to automate processes, analyze massive volumes of data, and make precise 

judgments. Generally, it is used in voice assistants, recommendation systems, autonomous vehicles as well 

as in fraud detection.  It also plays a vital role in the real estate sector, accurate house price prediction 

helps buyers, sellers, and investors make accurate decisions. There is a need for technology to predict 

housing values because they rise annually. Predicting house prices can assist developers in setting a 

property's selling price as well as buyers in scheduling the ideal time to buy a home. Four factors influence 

the price of a house which are area, bedrooms, bathrooms, and location. This study uses a methodology to 

forecast the price of houses based on relevant features, specifically by applying a linear regression model. 

Through the use of machine learning methods such as Random Forest, K-Means, Decision Tree, and 

Linear regression. This strategy will make it easier for people to invest money in a legacy without going 

via a broker. The study's findings indicate that the Linear regression yields the best accuracy. 
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1. INTRODUCTION 

  Price determination for properties was done by hand a long period ago. The issue due to this was 

that 20% of errors were made by hand which resulted in financial loss. Nevertheless, traditional technology 

has changed significantly in the present time. The technologies this day are handled using Artificial 

Intelligence. Machine learning a powerful branch of AI, is helping the world to grow rapidly making the 

task easier. Automation is a trend across all industries, though, we cannot train a model without data. 

  The main work of the models is to process historical data and then use them to predict future data. 

Our population is growing at an accelerated rate, which is driving up market demand for housing. Due to a 

shortage of employment, people are moving to rural areas for financial reasons. As a result, urban housing 

demand is rising. People who lose money because they are unaware of the house's true cost. In this project, 

a variety of machine learning techniques, including Linear regression, Decision Tree, K-means, and 

Random Forest regressions, are used to forecast the house's valuation. 20% of the data in the dataset is 

utilized for testing, and the remaining 80% is used for training. The following work includes data pre-

processing and cleaning, feature engineering, dimensional reduction, visualization of data, splitting the 

dataset, and model building. 
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Fig.1: Flowchart of research work 

 

2. LITERATURE SURVEY 

In order to train a machine learning model more effectively, we must analyze the various machine 

learning algorithms. Housing cost trends provide insight into the state of the economy and are of direct 

relevance to both buyers and sellers. The actual cost of a home is dependent upon numerous factors. They 

include things like the location, the number of bathrooms, price, area type, and the number of bedrooms. 

Compared to cities, costs are lower in rural areas. The price of the home increases with factors like land 

area, shopping centers, hospitals, employment prospects, schools, etc. A few years back, real estate firms 

attempted to manually estimate the price of real estate. A dedicated management team is in place at the 

corporation to forecast the cost of any real estate property. 

 

By examining historical data, they manually determine the price. However, that prognosis has a 30% 

inaccuracy rate. Hence both buyers and sellers are losing out. As a result, numerous algorithms have been 

created to forecast home prices. The advanced house prediction system was proposed by Thuraiya Mohd, 
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Suraya Masrom, and Sifei Lu. Creating a model that provides us with a reliable house price prediction 

based on additional features was the primary goal of this approach. 

 

A hybrid regression technique to predict the cost of housing was proposed by Sifei Lu. The study 

analyses the creative feature engineering method with a limited dataset and data features. Recently, the 

suggested method was used as the main framework for the Kaggle challenge "House Price: Advance 

Regression Techniques." Predicting fair pricing for clients based on their goals and budgets is the aim of 

the study. This system's primary goal was to create a model that, depending on other features, would allow 

us to estimate housing prices accurately. 

 

Thuraiya Mohd, Suraya Masrom, and Noraini Johari found that the Random Forest Regression and 

the Decision Tree Regression frequently provided the most accuracy. The Ridge and Linear Regression, 

with a very small reduction in Lasso, produce a comparable outcome. Regardless of strong or weak groups, 

there is no significant difference found across all feature selection groups. The fact that the purchase prices 

alone can be applied to forecast the selling prices without taking into account other factors to spread 

overfitting in the model is encouraging. 

   

    M Thamarai and S P Malarvizhi tried out some of the most basic machine learning algorithms, such as 

multiple linear regression, decision tree regression, and decision tree classifier. The machine learning tool 

Scikit-Learn is used to implement the work. This project assists users in forecasting the supply of homes 

in the city as well as the costs of those homes' dwellings. 

 

3. DATASET 

House price analysis is necessary in this growing world. 

The dataset is downloaded from Kaggle, which was used in the building model and had 9 different fields 

in it, from which 5 fields were used which are location, size, total square foot, number of bathrooms, and 

price. The following data is stored in "CSV" file format. In the system, we have trained the model using 

different features where 80% of the data is used for training while the rest 20% is for testing purposes. 

Pandas, numpy, and matplotlib are the libraries used in the model, where pandas are used in analyzing and 

manipulating, numpy is used for working with arrays, and matplotlib is for interactive visualization. The 

technique used here is K-fold cross validation which trains the model and evaluates k times. 

 

 
Fig.2: Dataset 
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4. METHODOLOGY 

A. Data pre-processing 

Data cleaning 

The first step is to load a dataset on which the tasks are going to be performed and analyze the following 

data. Now another step is to drop the unnecessary columns to get more accurate results therefore, only 5 

attributes are taken into consideration. The attributes are location, size, total square feet area, number of 

bathrooms, and price. 

 
Fig.3: After dropping columns 

The most important step to avoid the error is to drop the NA values in the data. To perform this task we 

will first check the number of NA values using “isnull” function. The output will show the number of NA 

values which is to be removed using a different function i.e. “dropna”. 

 

Feature engineering  

The column size is a mix of data considering "BHK"   and “bedroom” so to make it unique we will make 

a new column called “BHK” which will have only numerical values in it making the data more accurate.  

Further modification was done in the total square feet area as the ranges were mentioned at many locations. 

Therefore, to convert all the ranges into a perfect area value the average of the range was calculated and 

replaced in place of it. Now, the column has become unique with the same type of values. 

 
Fig.4: Before calculating the average in total_sqft 

 
Fig.5: After calculating the average in total_sqft 
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There are many locations where there are only a few apartments, for instance, Kanakapura Road, Giri 

Nagar,  Nehru Nagar, etc. The locations having less than 10 data points are tagged as "other" locations. 

Therefore, a large number of categories can be reduced by this. 

 
Fig.6: Location with less than 10 data points 

Here we find that the minimum price per square foot is 267 rs/sqft whereas the maximum is 12000000, 

which shows a wide variation in property prices. We should remove outliers per location using mean and 

one standard deviation. To do this we took a location to check how the map of 2BHK and 3BHK looks 

for that particular location. The location is "Whitefield" for which a scatter plot is made indicating the 

points of 2 and 3 BHK.  The maps help to understand the view of price and total square feet area. 

 
Fig.7: Plots in the Whitefield area 

In Fig.7 we can see that some plots with 2BHK have more price than 3BHK which we have removed. 

Fig.8 shows the scatter chart after the removal of the unwanted data. 

 
Fig.8: Scatter chart after removal of the unwanted data 
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B. Training the model 

In model training the data is divided into 2 parts; Training and Testing. In total 80% of the data is used 

as training and the rest 20% for testing the model. To train the model different machine learning algorithms 

are used. In this model, we have used linear regression to predict the best results. In this system, k-fold 

cross-validation is used to check the accuracy of the Linear regression model. When there is a data 

shortage, resampling is done using a technique called cross-validation, or CV. The whole set of data is 

divided into K-folds at random, a model is fitted using (K-1) folds, the model is validated using the 

remaining fold, and performance is assessed using metrics. The procedure is then repeated by CV till each 

K-fold is employed as the testing set. The model's ultimate performance score is the mean of the K-number 

of scores for each metric.  

 

The technique of fine-tuning hyperparameters to determine a model's ideal parameter values is known 

as grid-search. The precise values for the parameters can affect the forecast results. The grid-search 

method looks at every potential parameter candidate to identify the best one that will produce the best 

model predictions. We employed the linear regression algorithm to carry out the operation. Because 

property prices are continuous data we must predict them for this work. Therefore, we applied the 

regression procedure to continuous data. The best fit algorithm was chosen using grid search CV, which 

gave us the highest accuracy score in linear regression. 

 

C. Testing 

Finally, the trained model is then tested and a house price is predicted. It evaluates the effectiveness 

and capacity for generalization of a machine learning model. Usually, a different dataset that was not used 

during the model's training is used for this stage. The dataset used for testing is not the same as the training 

dataset a different dataset that was not used during the model's training is used for this stage. The dataset 

used for testing is not the same as the training dataset. 

 

1. RESULT 

There are varieties of machine learning techniques to tackle this issue. In comparison to other models, the 

linear regression predicts with a higher degree of accuracy. 

 
Fig.9:  Best fit model accuracy 

 

CONCLUSION 

The goal of the research paper "House Price Prediction Using Linear Regression Model" is to forecast the 

price of a house using a variety of attributes in the data. Since linear regression has allowed us to predict 

a variable from an independent one, we prefer to be clear about any new information right away. In 

summary, the goal of this research was to support future scholars in creating a practical model that could 

reliably and simply forecast home prices. Our results need to be confirmed by more work on an actual 

model using our findings. It helps customers purchase homes within their means and minimize financial 

loss. We plan to incorporate other features in the future to fully estimate the price of a house. 
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