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Abstract 

Collaborative filtering recommends items based on similarity measures between users and/or items. The 

basic assumption behind the algorithm is that users with similar interests have common preferences . 

There are a lot of applications where websites collect data from their users and use that data to predict 

the likes and dislikes of their users. This allows them to recommend the content that they 

like. Recommender systems are a way of suggesting similar items and ideas to a user’s specific way of 

thinking. Content based recommendation system is supervised machine learning used to induce a 

classifier to discriminate between interesting and non-interesting items for the user. Collaborative 

filtering recommendation systems are basically trained in a batch manner and are designed to produce 

personalized recommendations for a large number of users at the same time. However, in many industrial 

use cases, it is reasonable to produce recommendations in real time, taking account of very recent user 

interactions. In this work, we present the implementation of batch and real-time recommendation system. 

We believe that our results can help other organizations to take informed decisions about whether to make 

the effort of moving from a batch to a real-time recommendation setting. 
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I. Introduction: -  

In Collaborative filtering, we are able to find similar users and recommend what similar users like. In this 

type of recommendation system, we not use the features of the item to recommend it, rather we classify 

the users into clusters of similar types and recommend each user according to the preference of its cluster. 

There are basic four algorithms types to build Collaborative filtering based recommender systems: 

• Memory-Based 

• Model-Based 

• Hybrid 

• Deep Learning 

 

 

 

 

https://www.ijfmr.com/
https://www.geeksforgeeks.org/data-mining-and-recommender-systems/
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Persons Movie A Movie B Movie C Movie D 

Person P1 5 3   5 

Person P2 4   3   

Person P3 1 1   4 

Persons P4 0 2   1 

In this above of example, we can see that Person 1 and Person 2 give nearly similar ratings to the movie, 

so we can conclude that Movie C is also going to be averagely liked by Person 1 but Movie D will be a 

good recommendation to Person 2, like this we can also see that there are users who have different choices 

like Person 1 and Person 3 are opposite to each other. One can see that Person 3 and Person 4 have a 

common interest in the movie, on that basis we can say that Movie D is also going to be disliked by Person 

4. This is Collaborative Filtering, we recommend to users the items which are liked by users of similar 

interest domains.  

 

II. RELATED WORK 

Recommendation methods for millions of customers, items are successfully use in the industry for at least 

27 years. In 1998, Amazon launched item-based collaborative filtering [3], [8]. Recommendation systems 

gained attention in 2007 when Netflix’s organized the Netflix Price competition and offered one million 

dollars for creating a recommendation model outperforming the Netflix algorithm by 10% in terms of 

RMSE [2]. In 2016, Netflix described their recommendation systems and announced that 80% of hours 

streamed at Netflix come from recommendations [11]. Recommendation systems usually apply processes 

consisting of two phases: training the model and generating the recommendations [6].  We can distinguish 

three types of approach with respect to their behaviour when the user performs an action like following 

cases 

 

Case 1- the model IS NOT retrained, but the user recommendations are Influence 

Case 2- the model IS NOT retrained and the user recommendations are not Influence 

Case 3- the model IS retrained and the user recommendations are Influence 

 

The first case, which we refer to as batch recommendations is the cheapest and the easiest to develop. This 

solution is good when a large number of recommendations are generated at the same time (e.g., for sending 

email recommendations to all users). 

 

In the second case, which we refer to as real-time recommendations the most recent user interactions 

impact the recommendations for the user in question, but do not impact the recommendations produced 

for other users (because the model is not change). For that moment, the model may consist of item 

embedding learned once a day, whereas the user representation can be calculated on demand as an average 

of the representations of the items with which the user interacted. 

 

In the third case, the model constantly learns from a continuous stream of interactions. Such approaches, 

known as stream-based recommender systems require the greatest engineering effort. Even in the case of 

collaborative filtering, these methods are able to recommend an item after some user has interacted with 

it. 

 

https://www.ijfmr.com/
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III. BATCH AND REAL-TIME RECOMMENDATIONS 

 
A significant application of real-time processing is within embedded systems. These are specialized 

computing systems embedded within larger devices, and they play crucial roles in various industries, from 

automotive to medical and beyond. Within these contexts, the demands are often high for swift sensor data 

acquisition and prompt data processing. For example, a vehicle's braking system might rely on real-time 

processing to detect sudden obstacles and command an immediate brake, or a medical monitor might need 

to provide live feedback on a patient’s vitals, triggering alarms if any irregularities are detected. 

 

Batch data processing involves gathering substantial volumes of data over a period and then processing 

the accumulated data (batch) in one go. Rather than handling each data record individually as they are 

received, the system holds and batches them together for a combined processing run 

Challenges in BATCH AND REAL-TIME RECOMMENDATIONS:-  

• High system complexity: In applications that demand massive scalability, businesses often invest 

heavily in sophisticated and costly infrastructure systems to cater to instantaneous user responses.  

Complex Scheduling: Real-time systems often have to juggle multiple tasks with different priority levels 

and timing constraints. Crafting a scheduling strategy that can handle these tasks and meet all deadlines 

can be complex. Some of these scheduling strategies include Round Robin and First in First out (FIFO). 

• Flexibility of handling data variations: Batch processing systems typically anticipate that all 

incoming data is uniform, expecting them to undergo identical processing steps. If there are variations in 

the data, it can potentially lead to computational errors. 

• Delayed Processing: Contrary to real-time and stream processing, batch processing accumulates a 

substantial amount of data before initiating the processing. This approach can be inefficient when an 

instantaneous response is crucial for the user 

https://www.ijfmr.com/
https://www.xenonstack.com/blog/batch-vs-real-time-processing#:~:text=Batch%20processing%20is%20a%20method,characteristics%2C%20advantages%2C%20and%20disadvantages.
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Figure 1: Real-time recommendations architecture 

 

• Most recommendation models, not necessarily graph-based, are able to provide item-to-item 

recommendations in a batch mode (for all the items at the same time). Hence we can utilize the architecture 

is to provide realtime recommendations based on the user’s latest interactions with these items. For some 

models, such recommendations may not be the same as the user-to-item recommendations produced by 

the model in a usual way (defined within the model). For instance, in matrix factorization methods [31], 

the recommendations are calculated based on user embedding learned during the training procedure. Two 

users with the same set of interactions might have different embedding, hence different recommendations 

produced in the usual way. In our approach, such users would receive exactly the same recommendations. 

• Recommendations produced by our approach are identical (for large enough values of M and N) 

to recommendations produced in a usual way for models where user-to-item recommendations can be 

obtained by aggregating item to-item recommendations. 

 

IV. Observations  

• In this work, we described the batch and real-time recommendation. We discussed the architectural 

aspects of these approaches. Then we provided the results of online A/B tests conducted on OLX users. 

We reported that batch model with the real-time search model increases the number of users replying to 

recommended job ads by at least 10 %. Even though our observation  were conducted using the some 

example model, we can use any recommendation system if the recommendations for a user can be 

calculated based on items similar to the items with which that user has interacted. Additionally, we believe 

that in domains where users are more likely to change their preferences, the impact of utilizing a real-time 

recommendation system may be even greater. 
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