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#### Abstract

This study presents the Richardson extrapolation techniques for solving singularly perturbed convection-diffusion problems (SPCDP) with non-local boundary conditions (NLBC). A numerical approach is presented using an upwind finite difference scheme a piecewise-uniform (Shishkin) mesh. To handle the non-local boundary conditions, the trapezoidal rule is applied. The study establishes an error bound for numerical solutions and determines the numerical approximation for scaled derivatives. To enhance convergence and accuracy, we utilize Richardson extrapolation. This elevates accuracy from $O\left(N^{-1} \ln N\right)$ to $O\left(N^{-2} \ln ^{2} N\right)$ using this technique, where $N$ is the number of mesh intervals. Numerical results are presented to validate the theoretical findings, demonstrating the effectiveness and accuracy of the proposed technique.
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## 1. Introduction

This article investigates the convection-diffusion type's singularly perturbed differential equations (SPDE) with non-local boundary conditions. Non-local boundary conditions are indeed necessary and commonly employed when studying SPCDP [1, 2, 4, 20]. Such boundary value problems (BVP) with integral boundary conditions (IBC) are commonly encountered in various domains, including electrochemistry, thermoelasticity, heat conduction, etc. Only a few authors [1, 9, 17] have addressed SPDE with non-local boundary conditions. Singular perturbation problems (SPPs) arising in the context of convection-diffusion problems with non-local boundary conditions are prevalent across various fields of applied mathematics and engineering [3]. BVPs with integral boundary conditions multiplying the leading derivative term by a small parameter $\varepsilon$ are called singularly perturbed problems with integral boundary conditions.
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SPCDP exhibits a characteristic where a small parameter $\varepsilon(0<\varepsilon \ll 1)$ multiplies some or all of the highest-order terms in the differential equation. This parameter represents the degree of perturbation in the system and significantly influences the solution's behavior. The Navier-Stokes equation, governing fluid flow dynamics, is an example of a SPCDP [30]. Introducing the small parameter $\varepsilon$, the equation becomes:

$$
\begin{equation*}
\varepsilon^{2}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right)+\frac{\partial\left(u^{2}+\hat{p}\right)}{\partial x}+\frac{\partial(u v)}{\partial y}=\left(\frac{1}{R e}\right) \tag{1.1}
\end{equation*}
$$

where $u$ and $v$ represent velocity components along $x$ and $y$ directions, respectively, and $\hat{p}$ denotes pressure. The Reynolds number $R e$ is a dimensionless parameter relating to the fluid's length scale, velocity scale, and kinematic viscosity. At large Reynolds numbers ( $R e$ ), the equation transforms into a SPCDP with non-local boundary conditions. The diffusion terms $\frac{\partial^{2} u}{\partial x^{2}}$ and $\frac{\partial^{2} u}{\partial y^{2}}$ are scaled by $\varepsilon^{2}$, indicating their relatively smaller influence compared to the convective terms $\frac{\partial\left(u^{2}+\hat{p}\right)}{\partial y}$ and $\frac{\partial(u v)}{\partial y}$. The small parameter $\varepsilon$ signifies the existence of a boundary layer where the solution exhibits rapid variations. SPCDPs involve significant contributions from both convection and diffusion, with $\varepsilon$ amplifying either the convection or diffusion term in the equations. Finite Difference Methods (FDMs) are commonly used to approximate such solutions, though research on approximating their derivatives has been relatively limited. These approximations are valuable in certain applications like flux or flag calculations. SPPs, characterized by a small parameter $\varepsilon(0<\varepsilon \ll 1)$ multiplying the highest derivative term, have been extensively studied in the field of differential equations [14, 28]. These problems exhibit rapid changes in the solution within specific domain regions. To obtain accurate numerical solutions for such problems, it is essential to develop appropriate approaches that provide error estimates independent of the small parameter. One of the most straightforward and practical approaches for developing such methods involves employing a category of piecewise uniform (Shishkin) mesh. Numerical methods for equations with non-local boundary conditions have also been widely investigated [2].

Richardson extrapolation has been employed by various scholars as a technique to solve SPCDPs with non-local boundary conditions. Relevant works include what is mentioned in the reference (for example [ $10,13,19,22,31])$. The primary goal of this work is to present Richardson's extrapolation to improve numerical solution accuracy and efficiency, as well as to investigate and analyze and post-processing method. This improvement in convergence rate is particularly targeted for problems that are discretized using a Shishkin mesh [24]. The development of SPCDPs with non-local boundary conditions arises from the need to accurately model physical phenomena exhibiting both convective and diffusive behavior while considering non-local effects at the boundaries. Studying SPCDPs with non-local boundary conditions aims to accurately represent specific systems' behavior, enhancing the methods' accuracy, stability, and efficiency. The use of these techniques improves the effectiveness of investigating real-world events and allows for consistent results in a wide range of applications [7].
M. Cakir and G. M. Amiraliyev [4, 5] developed a second-order numerical method for SPPs with non-local boundary conditions, and investigated FDM for the same problem with non-local boundary conditions. Amiraliyev and Raja [1], focus on the well-posedness of SPDEs with non-local boundary conditions. These works will investigate solutions' existence, uniqueness, and stability to ensure that the issue is well-posed. On the other hand, Kopteva and Stynes [16, 24, 31] focus on obtaining derivative approximations in SPCDPs that consider scale variations between the boundary layer region and the outer region. Their research addresses SPCDPs where the convection and diffusion terms exhibit significantly different magnitudes. They aim to accurately capture
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the solution behavior in different problem regions by appropriately scaling the derivatives. As the $\varepsilon(0<\varepsilon \ll 1)$ approaches zero, the derivative solution of SPDE becomes unbounded. To approximate these derivatives accurately, scaling techniques are necessary.

The research work of R. Mythili Priyadharshini and N. Ramanujam primarily revolves around the development of approximation techniques for computing derivatives, particularly scaled first and second derivatives. Their contributions are highlighted in the papers cited as [23, 25]. One of the main objectives of their research is to address the numerical approximation of derivatives, especially in the context of problems with disparate scales or SPP. The research conducted by Debela and Duressa [11] presents a significant advancement in the field of numerical methods for solving SPCDPs with non-local boundary conditions. Later, Debela and Duressa proposed a computational method for the class of SPCDE with IBC using the Richardson extrapolation technique in [9]. Motivated by these considerations, we proposed using the Richardson extrapolation technique to solve SPCDPs with non-local boundary conditions (2.1). To the best of our knowledge, the authors' approach began with proposing an approximation method for scaled solution derivatives. We worked on problems with upwind schemes on a Shishkin mesh using scaled derivatives, obtaining approximately a first-order convergence rate. The authors most likely used Richardson extrapolation on the upwind FDM within the Shishkin mesh to improve accuracy from almost first to almost second order.
The rest of the article is organized as follows: Section 2, defines problems with non-local boundary conditions and presents analytical results. Section 3, introduces a numerical method based on an upwind FDM. Section 4, discusses numerical scaled derivatives. Section 5, includes numerical examples to validate the theoretical results. In Section 6, the paper provides final conclusions. Throughout the paper, $C$ refers to a generic constant independent of $\varepsilon$ and discretization parameters $N$.

## 2. Problems with non-local boundary conditions and some analytical results

Find $\xi$ such that:

$$
\left\{\begin{array}{l}
\mathcal{L} \xi(x)=-\varepsilon \xi^{\prime \prime}(x)+\mu(x) \xi^{\prime}(x)+\eta(x) \xi(x)=f(x), \quad x \in \Omega,  \tag{2.1}\\
\xi(0)=\xi_{0}, \quad \xi(1)-\varepsilon \int_{0}^{1} g(x) \xi(x) d x=l_{2}
\end{array}\right.
$$

where $0<\varepsilon \ll 1$ is a singular perturbation parameter and the coefficient functions $\mu(x), \eta(x)$ are smooth, bounded and satisfy $\mu(x) \geq \alpha>0, \eta(x) \geq \beta>0, x \in \bar{\Omega}$. The function $g(x)$ is non-negative, and it satisfies $\int_{0}^{1} g(x) d x<1$. The above problem satisfies the maximum principle and stability result. The detail proof is given in $[1,4,27]$.

### 2.1. Analytical results

To develop sharp bounds we write the analytical solution in the form $\xi(x)=p(x)+q(x)$, where $p(x)$ is the smooth component and $q(x)$ is the singular component. The smooth component $p(x)$ can be expressed as an asymptotic expansion $p(x)=p_{0}(x)+\varepsilon p_{1}(x)+\varepsilon^{2} p_{2}(x)$ satisfies the following equations

$$
\begin{equation*}
\mu(x) p_{0}^{\prime}(x)+\eta(x) p_{0}(x)=f(x), \quad p_{0}(0)=\xi(0) \tag{2.2}
\end{equation*}
$$
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$$
\begin{gather*}
\mu(x) p_{1}^{\prime}(x)+\eta(x) p_{1}(x)=p_{0}^{\prime \prime}(x), \quad p_{1}(0)=0,  \tag{2.3}\\
-\varepsilon p_{2}^{\prime \prime}(x)+\mu(x) p_{2}^{\prime}(x)+\eta(x) p_{2}(x)=p_{1}^{\prime \prime}(x), \quad p_{2}(0)=0 . \tag{2.4}
\end{gather*}
$$

Hence, the smooth component of the solution satisfies

$$
\left\{\begin{array}{l}
\mathcal{L}_{0} p_{0}=f(x), \quad p_{0}(0)=\xi_{0},  \tag{2.5}\\
\mathcal{L}_{0} p_{1}=p_{0}^{\prime \prime}, \quad p_{1}(0)=0
\end{array}\right.
$$

Now, we must extend the scaling to the point where $x=1$. Consequently, the differential operator $\mathcal{L}=\varepsilon \mathcal{L}_{1}+\mathcal{L}_{0}$ gets converted to $\mathcal{L}=\varepsilon \mathcal{L}_{1}^{*}+\mathcal{L}_{0}^{*}$, where reduced differential operator $\mathcal{L}_{0}^{*}=-\frac{d^{2}}{d z^{2}}-\mu_{0} \frac{d}{d z}$ and $\mathcal{L}_{1}^{*}=-\mu_{1} Z \frac{d}{d z}+\eta_{0}$.
Therefore, the boundary component of the solution satisfies the following conditions:

$$
\left\{\begin{array}{l}
\mathcal{L}_{0}^{*} q_{0}=0,  \tag{2.6}\\
\mathcal{L}_{0}^{*} q_{i}=-\sum_{j=1}^{i} \mathcal{L}_{j}^{*} q_{i-j}, \quad \text { for } i=1, \ldots, m+1, \\
q_{j}(0)=-p_{j}(1)+l_{2}+\int_{0}^{1} g(x) \xi(x) d x, \text { for } j=0, \ldots, 3, \\
\lim _{z \rightarrow \infty} q_{i}(z)=0,
\end{array}\right.
$$

we choose $q(z)=\sum_{i=0}^{m+1} \varepsilon^{i} q_{i}(z)$.
Theorem 2.1. Let $\xi(x)$ be the solution of (2.1) and $p_{0}(x)$ be the solution of (2.5). Then, there exists a constant $C>0$ such that for all $x \in \bar{\Omega}$, we have

$$
\begin{equation*}
\left|\xi(x)-p_{0}(x)\right| \leq C\left(1+e^{-\alpha(1-x) / \varepsilon}\right) \tag{2.7}
\end{equation*}
$$

Proof. The detailed proof is given in [21].
Lemma 2.2. The solution $\xi$ can be decomposed into the sum $\xi=p+q$, where $p(x)$ is the smooth component and $q(x)$ is the boundary component respectively. Furthermore, these components and their derivatives satisfy the following bounds:

$$
\begin{gather*}
\left\|p^{(k)}(x)\right\|_{\bar{\Omega}} \leq C\left(1+\varepsilon^{(2-k)}\right), \quad 0 \leq k \leq 4,  \tag{2.8}\\
\left\|q^{(k)}(x)\right\| \leq C \varepsilon^{-k} e^{-\alpha(1-x) / \varepsilon}, \quad 0 \leq k \leq 4, \quad \forall x \in \bar{\Omega} . \tag{2.9}
\end{gather*}
$$

Proof. The detail proof is given in [4, 12]. The detailed proof of the lemma can be established by utilizing appropriate barrier functions, making use of Theorem 1, and employing the proof technique described in the reference [12] (p. 46).

## 3. Numerical Methods

This section discusses the mesh selection strategy for solving the problem (2.1). We concentrate on the piecewise uniform mesh. The numerical computations use an upwind FDM, which accounts for non-local boundary conditions.
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3.1. Construction of piecewise-uniform (Shishkin) mesh

This mesh is extensively discussed in the references [8, 13, 18, 24]. To effectively handle the boundary layer at $x=1$ in the SPCDPs with non-local boundary conditions (2.1), we utilize a piecewise-uniform mesh. This mesh includes a transition point at $1-\tau$, where

$$
\tau=\min \left\{\frac{1}{2}, \frac{2 \varepsilon}{\alpha} \ln N\right\}
$$

To ensure numerical solvability, we choose the parameter $\tau$ based on a specific condition:

$$
\begin{equation*}
\tau=\frac{2 \varepsilon}{\alpha} \ln N \tag{3.1}
\end{equation*}
$$

where $N$ is significantly larger than $\frac{1}{\varepsilon}$. A piecewise-uniform mesh is constructed by dividing the domain $\bar{\Omega}=[0,1]$ into two sub-intervals: $[0,1-\tau]$ and $[1-\tau, 1]$. Each sub-interval is uniformly subdivided into $N / 2$ intervals to create the mesh. The mesh widths $h_{i}=x_{i}-x_{i-1}$. Now, according to the definition of $x_{i}$ 's, the spatial mesh sizes can be expressed as follows:

$$
h_{i}= \begin{cases}H=\frac{2(1-\tau)}{N}, & \text { for } \quad i=1, \cdots, \frac{N}{2}  \tag{3.2}\\ h=\frac{2 \tau}{N}, & \text { for } \quad i=\left(\frac{N}{2}\right)+1, \cdots, N\end{cases}
$$

The piecewise-uniform mesh, denoted as $\Omega_{1}^{N}$, is entirely defined by user-specified parameters $N$ and $\tau$. The interior mesh points are given by:

$$
\begin{equation*}
\Omega_{1}^{N}=\left\{x_{i}: 1 \leq i \leq N / 2\right\} \bigcup\left\{x_{i}: N / 2+1 \leq i \leq N\right\} \tag{3.3}
\end{equation*}
$$

It is clear that $\bar{\Omega}_{1}^{N}=\left\{x_{i}\right\}_{i=0}^{N}$. The step between consecutive interior mesh points is given by $\hat{h}=h_{i+1}+h_{i}$.

### 3.2. Numerical Scheme

The discrete problem corresponding to (2.1) is as follows: Find $Z^{N}\left(x_{i}\right)$ such that

$$
\left\{\begin{array}{l}
\mathcal{L}^{N} Z^{N}\left(x_{i}\right)=-\varepsilon \delta^{2} Z^{N}\left(x_{i}\right)+\mu\left(x_{i}\right) D^{-} Z^{N}\left(x_{i}\right)+\eta\left(x_{i}\right) Z^{N}\left(x_{i}\right)=f\left(x_{i}\right), \quad \forall x_{i} \in \bar{\Omega}^{N}  \tag{3.4}\\
Z^{N}(0)=\xi_{0}, \quad Z^{N}\left(x_{N}\right)-\varepsilon \sum_{i=1}^{N} \frac{g\left(x_{i-1}\right) Z^{N}\left(x_{i-1}\right)+g\left(x_{i}\right) Z^{N}\left(x_{i}\right)}{2} h_{i}=l_{2}
\end{array}\right.
$$

where the first and second-order finite differences are defined as

$$
\begin{gathered}
D^{-} Z^{N}\left(x_{i}\right)=\frac{Z^{N}\left(x_{i}\right)-Z^{N}\left(x_{i-1}\right)}{h_{i-1}} \\
\delta^{2} Z^{N}\left(x_{i}\right)=\frac{-2 \varepsilon}{h_{i}+h_{i+1}}\left(\frac{Z^{N}\left(x_{i+1}\right)-Z^{N}\left(x_{i}\right)}{h_{i+1}}-\frac{Z^{N}\left(x_{i}\right)-Z^{N}\left(x_{i-1}\right)}{h_{i}}\right) .
\end{gathered}
$$

Note: The above numerical scheme satisfies the discrete maximum principle and discrete stability result. Hence, the matrix associated with this scheme is an M-Matrix.
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Equation (3.4) can be expressed as the following system of algebraic equations:

$$
\left\{\begin{array}{l}
-r_{i}^{-} Z_{i-1}^{N}+r_{i}^{c} Z_{i}^{N}+r_{i}^{+} Z_{i+1}^{N}=f_{i}, \quad i=1, \ldots, N-1  \tag{3.5}\\
Z^{N}(0)=\xi_{0}, \quad Z^{N}\left(x_{N}\right)-\varepsilon \sum_{i=1}^{N} \frac{g\left(x_{i-1}\right) Z^{N}\left(x_{i-1}\right)+g\left(x_{i}\right) Z^{N}\left(x_{i}\right)}{2} h_{i}=l_{2}
\end{array}\right.
$$

where the coefficients in the upwind finite difference scheme are given by

$$
\left\{\begin{align*}
r_{i}^{-} & =\left(\frac{-2 \varepsilon}{h_{i+1}\left(h_{i}+h_{i+1}\right)}-\frac{\mu_{i}}{h_{i-1}}\right)  \tag{3.6}\\
r_{i}^{c} & =\left(\frac{2 \varepsilon}{h_{i+1}\left(h_{i}+h_{i+1}\right)}+\frac{2 \varepsilon}{h_{i}\left(h_{i}+h_{i+1}\right)}+\frac{\mu_{i}}{h_{i-1}}+\eta_{i}\right) \\
r_{i}^{+} & =\left(\frac{2 \varepsilon}{h_{i+1}\left(h_{i}+h_{i+1}\right)}\right)
\end{align*}\right.
$$

Theorem 3.1. Let $\xi$ be the solution of (2.1) and $Z^{N}$ be the numerical solution defined by (3.4). Then, the following inequality holds:

$$
\left|\xi\left(x_{i}\right)-Z^{N}\left(x_{i}\right)\right| \leq C N^{-1} \ln N, \quad \forall x_{i} \in \bar{\Omega}^{N}
$$

where C is a constant independent of $\varepsilon$ and $N$.
Proof. The detailed proof can be found in [26].
Prior to the extrapolation analysis, we introduce a crucial lemma for the subsequent section. We define the piecewise $(0,1)$-Padé approximation of $\exp \left(\frac{-\alpha x_{i}}{\varepsilon}\right)$ on the mesh $\Omega_{1}^{N}$, where $i=0,1, \ldots, N$, as the following mesh functions:

$$
S_{i}=\prod_{k=1}^{i}\left(1+\frac{\alpha h_{k}}{\varepsilon}\right), \quad S_{i}^{\prime}=\prod_{k=1}^{i}\left(1+\frac{\alpha h_{k}}{2 \varepsilon}\right)
$$

then $S_{i} \geq \exp \left(\frac{-\alpha x_{i}}{\varepsilon}\right)$, where by convection $S_{0}=S_{0}^{\prime}=1$.
The numerical scheme for an upwind scheme (3.4) on $\Omega^{N}$ can be expressed as follows: For $i=$ $1, \ldots, N-1$,

$$
\begin{array}{r}
\mathcal{L}^{N} S\left(x_{i}\right)=\frac{-2 \varepsilon}{h_{i}+h_{i+1}}\left(\frac{\left[S_{i}\left(1+\frac{\alpha h_{i+1}}{\varepsilon}\right)\right]-S_{i}}{h_{i+1}}-S_{i}-\frac{S_{i}}{\left(1+\frac{\alpha h_{i-1}}{\varepsilon}\right)}\right)+\mu_{i}\left(S_{i}-\frac{S_{i}}{\left(1+\frac{\alpha h_{i-1}}{\varepsilon}\right)}\right)+\eta_{i} S_{i} \\
S\left(x_{N}\right)-\varepsilon \sum_{i=1}^{N} \frac{g\left(x_{i-1}\right) S\left(x_{i-1}\right)+g\left(x_{i}\right) S\left(x_{i}\right)}{2} h_{i}=l_{2}
\end{array}
$$

Lemma 3.2. The mesh functions $S_{i}$ satisfy the following property for $i=1, \ldots, N-1$ : there exists a positive constant $C$ such that

$$
\begin{equation*}
\mathcal{L}^{N} S_{i} \geq \frac{C}{\varepsilon+\alpha h_{i}} S_{i} \quad \text { and } \quad \mathcal{L}^{N} S_{i}^{\prime} \geq \frac{C}{2 \varepsilon+\alpha h_{i}} S_{i}^{\prime} \tag{3.7}
\end{equation*}
$$

Furthermore, for $i=N / 2+1, \ldots, N-1$, there exists a constant $C_{1}$ such that

$$
\begin{equation*}
\mathcal{L}^{N} S_{i} \geq \frac{C_{1}}{\varepsilon} S_{i} \quad \text { and } \quad \mathcal{L}^{N} S_{i}^{\prime} \geq \frac{C_{1}}{\varepsilon} S_{i}^{\prime} \tag{3.8}
\end{equation*}
$$

Proof. The detailed proof can be found in [24]
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### 3.3. Richardson extrapolation Technique

This article aims to enhance the accuracy of the upwind scheme (3.4) using Richardson extrapolation, which has proven to improve numerical solutions for differential equations [29].
The $\xi^{N}(x)$ is computed on the mesh $\Omega_{1}^{N}$ and $\Omega_{1}^{2 N}$. This mesh has $2 N$ sub-intervals and the transition point $1-\tau$ as $\Omega_{1}^{N}$. The two meshes are interconnected, that is, $\Omega_{1}^{N}=\left\{x_{i}\right\} \subset \Omega_{1}^{2 N}=\left\{\hat{x}_{i}\right\}$. Thus, on $\Omega_{1}^{2 N}$, the following conditions hold: $\hat{x_{i}}-\hat{x}_{i-1}=H / 2$ for $\hat{x}_{i} \in[0,1-\tau)$ and $\hat{x_{i}}-\hat{x}_{i-1}=h / 2$ for $\hat{x}_{i} \in(1-\tau, 1]$.
Clearly $\Omega_{1}^{2 N}$ be the mesh obtained by bisecting the mesh intervals in $\Omega_{1}^{N}$, and let $\xi^{N}$ represent the approximation of the solution on $\Omega_{1}^{2 N}$. Thus, $\Omega_{1}^{N}$ is a subset of $\Omega_{1}^{2 N}$, and similarly, $\Omega_{2}^{N}$ is a subset of $\Omega_{2}^{2 N}$. We proved that

$$
\begin{equation*}
\left(\xi\left(x_{i}\right)-Z^{N}\left(x_{i}\right)\right)=C N^{-1} \ln N+R_{N}\left(x_{i}\right), \quad x_{i} \in \Omega_{1}^{N}, \tag{3.9}
\end{equation*}
$$

where C is a constant independent of mesh size $h_{i}$ and $\varepsilon$. The remainder term $R_{N}\left(x_{i}\right) \leq C h_{i}^{2}$. Now, from the definition of transition parameters $\tau=\frac{2 \varepsilon}{\alpha} \ln N$ and $\ln N=\frac{\alpha \tau}{2 \varepsilon}$. Substituting $\ln N$ into (3.9), we find that $\bar{\Omega}_{1}^{2 N}$ is solved using the same $1-\tau$ transition point:

$$
\begin{equation*}
\xi\left(x_{i}\right)-Z^{2 N}\left(x_{i}\right)=C(2 N)^{-1}\left(\frac{\alpha \tau}{2 \varepsilon}\right)+R_{2 N}\left(\hat{x}_{i}\right), \quad \text { for all } \quad \hat{x}_{i} \in \Omega_{1}^{2 N}, \tag{3.10}
\end{equation*}
$$

where $Z^{2 N}$ denotes the solution of discrete problem (3.4) and where the remainders $R_{2 N}\left(x_{i}\right)$ are $o\left(N^{-1} \ln ^{2} N\right)$. Then multiply equation (3.10) by 2 , then we get

$$
\begin{equation*}
2 \xi\left(x_{i}\right)-2 Z^{2 N}\left(x_{i}\right)=\frac{C}{N}\left(\frac{\alpha \tau}{2 \varepsilon}\right)+2 R_{2 N}\left(x_{i}\right), \quad x_{i} \in \Omega_{1}^{N} . \tag{3.11}
\end{equation*}
$$

Subtracting equation (3.11) from equation (3.9) or eliminating the initial term $O\left(N^{-1}\right)$ from both equations, we acquire:

$$
\begin{equation*}
\xi\left(x_{i}\right)-\left(2 Z^{2 N}\left(x_{i}\right)-Z^{N}\left(x_{i}\right)\right)=R_{N}\left(x_{i}\right)-2 R_{2 N}\left(x_{i}\right), \quad x_{i} \in \Omega_{1}^{N} \tag{3.12}
\end{equation*}
$$

which is equal to $o\left(N^{-1} \ln ^{2} N\right)$.
The truncation error of the remainder $R_{N}$ originates from combining the first-order derivative difference scheme and the trapezoidal rule's truncation error for a non-uniform mesh. Thus, the approximation for the truncation error of the remainder $R_{N}$ from equation (3.12) is as follows:

$$
Z-\xi \approx N^{-1} \ln N+O\left(N^{-2}\right)
$$

This suggests that the Richardson extrapolation technique enhances the convergence rate from almost first-order to almost second-order.

### 3.3.1. Discrete solution decomposition

Analogous to the continuous solution, we can decompose the discrete solution $Z^{N}$ into the following sum $Z^{N}\left(x_{i}\right)=P^{N}\left(x_{i}\right)+Q^{N}\left(x_{i}\right)$, where $P^{N}$ represents the smooth component and satisfies the following discrete problems:

$$
\left\{\begin{array}{l}
\mathcal{L}^{N} P^{N}\left(x_{i}\right)=f\left(x_{i}\right), \quad x_{i} \in \Omega_{1}^{N}  \tag{3.13}\\
P^{N}(0)=p(0), \quad P^{N}\left(x_{N}\right)=p(1),
\end{array}\right.
$$
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and $Q^{N}$ represents the boundary component, and satisfies the following discrete problem:

$$
\left\{\begin{array}{l}
\mathcal{L}^{N} Q^{N}\left(x_{i}\right)=0, \quad x_{i} \in \Omega_{1}^{N}  \tag{3.14}\\
Q^{N}(0)=q(0), \quad Q^{N}\left(x_{N}\right)=q(1) .
\end{array}\right.
$$

Following a similar approach, we define $Z^{2 N}\left(x_{i}\right)=P^{2 N}\left(x_{i}\right)+Q^{2 N}\left(x_{i}\right)$ to continue the decomposition. Thus, the error in the discrete solution is presented by decomposing the solution $Z^{N}$ over $\Omega_{1}^{N}$ as described in equations (3.13) and (3.14):

$$
\left(Z^{N}-\xi\right)\left(x_{i}\right)=\left(P^{N}-p\right)\left(x_{i}\right)+\left(Q^{N}-q\right)\left(x_{i}\right)
$$

and

$$
\left(Z^{2 N}-\xi\right)\left(x_{i}\right)=\left(P^{2 N}-p\right)\left(x_{i}\right)+\left(Q^{2 N}-q\right)\left(x_{i}\right) .
$$

### 3.3.2. Extrapolated solution of $P^{N}$

Let's first consider the error in the smooth part of $\xi$, denoted by $P^{N}\left(x_{i}\right)-p\left(x_{i}\right)$. The lemma provides the bound for the truncation error $p$.
Lemma 3.3. Assuming $\varepsilon \leq N^{-1}$ and for all $x_{i} \in \Omega$, we can calculate the local truncation error for the smooth component $p$ in the following way:

$$
\mathcal{L}^{N}\left(P^{N}-p\right)\left(x_{i}\right)=O\left(H^{2}\right)+\frac{1}{2} \mu\left(x_{i}\right)\left(x_{i+1}-x_{i}\right) p^{\prime \prime}(x) .
$$

Proof. Based on the bounds established in [21], where $\left|p^{(k)}(x)\right| \leq C\left(1+\varepsilon^{2-k}\right)$ for $0 \leq k \leq 4$ and all $x \in[0,1]$, we can use Lemma 2.2 for derivative bounds on $p$, along with Taylor's series expansion, to derive the following equation:
$\mathcal{L}^{N}\left(P^{N}-p\right)\left(x_{i}\right)=\frac{\varepsilon}{3 \hat{h}_{i}}\left[h_{i+1}^{2} \frac{\partial^{3} p}{\partial x^{3}}\left(\chi_{1}\right)-h_{i}^{2} \frac{\partial^{3} p}{\partial x^{3}}\left(\chi_{2}\right)\right]+\frac{h_{i}}{2} \mu\left(x_{i}\right) \frac{\partial^{2} p}{\partial x^{2}}\left(x_{i}\right)-\frac{h_{i}^{2}}{3!} \mu\left(x_{i}\right) \frac{\partial^{3} p}{\partial x^{3}}\left(\chi_{1}\right)-h_{i}^{2} \frac{\partial^{3} p}{\partial x^{3}}\left(\chi_{2}\right)$,
where $\chi_{1} \in\left(x_{i}, x_{i+1}\right)$ and $\chi_{2} \in\left(x_{i-1}, x_{i}\right)$.
For every $x$ in $\Omega, \tilde{E}$ is defined as a non-local solution to the boundary value problem using Keller's classical approach [15].
The function $\tilde{E}$ is defined as the solution to the following BVP:

$$
\begin{equation*}
\mathcal{L} \tilde{E}(x)=\Phi(x), \quad \tilde{E}(0)=\tilde{E}(1)=0, \quad \forall x \in \Omega . \tag{3.15}
\end{equation*}
$$

where $\Phi(x)$ is given by $\Phi(x)=\frac{1}{2} \mu\left(x_{i}\right)\left(x_{i+1}-x_{i}\right) p^{\prime \prime}(x)$.
Now, let $\mu \in C^{2}[0,1]$ and $p \in C^{4}[0,1]$ with their derivatives bounded as in (2.8). As a result, $\Phi \in C^{2}[0,1]$ satisfies $|\Phi| \leq C$ and $\Phi^{\prime}(x) \leq C$. Therefore, $\tilde{E}$ can be decomposed into $\tilde{E}=\psi+\lambda$, where $\psi$ and $\lambda$ represent the smooth and boundary parts of $\tilde{E}$, respectively.
Now by using (2.8), we have the following bounds:

$$
\begin{cases}\left|\psi^{(k)}(x)\right|_{\bar{\Omega}} \leq C\left(1+\varepsilon^{(2-k)}\right), & 0 \leq k \leq 3,  \tag{3.16}\\ \left|\lambda^{(k)}(x)\right| \leq C \varepsilon^{-k} e^{-\alpha(1-x) / \varepsilon}, & 0 \leq k \leq 3, \quad \forall x \in \bar{\Omega}\end{cases}
$$

which becomes

$$
\left\{\begin{array}{l}
\mathcal{L} \psi(x)=\Phi(x), \quad \psi(0)=\lambda(0)=0  \tag{3.17}\\
\mathcal{L} \lambda(x)=0, \quad \psi\left(x_{N}\right)=-\lambda(1)
\end{array}\right.
$$

Therefore, we have shown that $\mathcal{L}^{N}\left(P^{N}-p\right)\left(x_{i}\right)=O\left(H^{2}\right)+\frac{1}{2} \mu\left(x_{i}\right)\left(x_{i+1}-x_{i}\right) p^{\prime \prime}(x)$ for all $x_{i} \in \Omega$.
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Lemma 3.4. Under assumptions $\varepsilon \leq N^{-1}$. We have

$$
P^{N}\left(x_{i}\right)-p\left(x_{i}\right)=H \tilde{E}\left(x_{i}\right)+O\left(N^{-2}\right), \forall x_{i} \in[0,1-\tau]
$$

Proof Given $x_{i} \in(0,1)$ fixed, Taylor's expansion yields:

$$
\left|\left(\mathcal{L}-\mathcal{L}^{N}\right)\right| \psi\left(x_{i}\right) \leq\left[\frac{\varepsilon}{3}\left(h_{i+1}+h_{i}\right)\left\|\frac{\partial^{3} \psi}{\partial x^{3}}\right\|+\frac{\mu\left(x_{i}\right)}{2}\left(h_{i+1}+h_{i}\right)\left\|\frac{\partial^{2} \psi}{\partial x^{2}}\right\|\right] .
$$

Furthermore, using (3.16), we find:

$$
\left|\left(\mathcal{L}^{N}-\mathcal{L}\right) \psi\left(x_{i}\right)\right| \leq \frac{\varepsilon}{3}\left(h_{i+1}+h_{i}\right)+C \frac{\mu\left(x_{i}\right)}{2}\left(h_{i+1}+h_{i}\right) \leq C\left(h_{i+1}+h_{i}\right)+C\left(h_{i+1}+h_{i}\right) \leq C H .
$$

From the truncation error, we have:

$$
\mathcal{L}^{N} \psi\left(x_{i}\right)=\mathcal{L} \psi\left(x_{i}\right)+\mathcal{L}^{N} \psi\left(x_{i}\right)-\mathcal{L} \psi\left(x_{i}\right)=\mathcal{L} \psi\left(x_{i}\right)+O(H) .
$$

Thus, $H \mathcal{L}^{N} \psi\left(x_{i}\right)=H \Phi\left(x_{i}\right)+O\left(H^{2}\right)$. Considering that $h_{i} \leq H$, Lemma 3.3 yields

$$
\begin{gather*}
\mathcal{L}^{N}\left(P^{N}-p\right)\left(x_{i}\right)-H \mathcal{L}^{N} \psi\left(x_{i}\right)= \begin{cases}O\left(H^{2}\right)+\frac{1}{2} \mu\left(x_{i}\right)\left(h_{i+1}+h_{i}\right) p^{\prime \prime}\left(x_{i}\right)-H \Phi\left(x_{i}\right)-O\left(H^{2}\right), & x_{i} \in(0,1-\tau), \\
\left(x_{i+1}-x_{i}-H\right) \Phi\left(x_{i}\right)+O\left(H^{2}\right), & x_{i} \in(1-\tau, 1),\end{cases} \\
\mathcal{L}^{N}\left(P^{N}-p-H \psi\right)\left(x_{i}\right)=O\left(H^{2}\right), \text { for } \quad x_{i} \in(0,1-\tau], \tag{3.18}
\end{gather*}
$$

Now, let us define discrete mesh functions

$$
M_{i}=C_{3}\left[N^{-2}\left(1+x_{i}\right)+H \prod_{k=1}^{i}\left(1+\frac{\alpha h_{k}}{2 \varepsilon}\right)^{-1}\right] \quad \text { for } \quad i=1, \ldots, N-1
$$

Then, apply the difference operators on $M_{i}$ by using Lemma 3.2 and $\varepsilon \leq N^{-1}$ for $0 \leq i \leq N / 2$, it follows that

$$
\begin{equation*}
\mathcal{L}^{N} M_{i} \geq C \frac{\prod_{k=1}^{i}\left(1+\frac{\alpha h_{k}}{2 \varepsilon}\right)}{\max \left\{\varepsilon, h_{i+1}\right\}} \tag{3.21}
\end{equation*}
$$

and for $N / 2<i \leq N$,

$$
\begin{equation*}
\mathcal{L}^{N} M_{i} \geq C_{3} C_{2} H \varepsilon^{-1} . \tag{3.22}
\end{equation*}
$$

By choosing an adequately large value for $C_{3}$, it effectively operates as a barrier function denoted by $M_{i}$ for $\pm\left[P^{N}\left(x_{i}\right)-p\left(x_{i}\right)-H \psi\left(x_{i}\right)\right]$. Employing the discrete maximum principle to the barrier function $M_{i}$, we subsequently ascertain:

$$
M_{i} \geq P^{N}\left(x_{i}\right)-p\left(x_{i}\right)-H \psi\left(x_{i}\right), \quad x_{i} \in(0,1-\tau) .
$$

Thus, for $i=1, \ldots, N / 2$, we have:

$$
\left|P^{N}\left(x_{i}\right)-p\left(x_{i}-H \tilde{E}\left(x_{i}\right)\right)\right| \leq\left|P^{N}\left(x_{i}\right)-p\left(x_{i}\right)-H \lambda\left(x_{i}\right)\right|+\left|H \psi\left(x_{i}\right)\right| \leq M_{i}+2 N^{-1}\left|\psi\left(x_{i}\right)\right| \leq C N^{-2} .
$$

where we used $\tilde{E}=\psi+\lambda$.
Now we can show that extrapolation improves the accuracy of $P^{N}$ on $(0,1-\tau]$ interval.
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$\overline{\text { Lemma 3.5. For all } x_{i} \in[0,1-\tau] \text {, we have achieved second-order convergence for the smooth }}$ component

$$
\left|p\left(x_{i}\right)-\left(P^{2 N}\left(x_{i}\right)-P^{N}\left(x_{i}\right)\right)\right| \leq C N^{-2}
$$

where C is a constant.
Proof. Let $x_{i} \in[0,1-\tau]$. Since the subinterval mesh width of $\Omega_{1}^{2 N}$ is half of those of $\Omega_{1}^{N}$, and the function $\tilde{E}($.$) depends on \tau$, we utilize Lemma 3.4 to deduce:

$$
P^{N}-p\left(x_{i}\right)=H \tilde{E}\left(x_{i}\right)+O\left(N^{-2}\right) .
$$

Similarly, by maintaining a constant value for $\tau$ on the mesh $\Omega_{1}^{2 N}$, we obtain:

$$
\begin{equation*}
P^{2 N}-p\left(x_{i}\right)=\frac{H}{2} \tilde{E}\left(x_{i}\right)+O\left(N^{-2}\right) \tag{3.23}
\end{equation*}
$$

Using the extrapolation formulas (3.12), 3.4, and (3.23), we arrive to the following conclusion:

$$
p\left(x_{i}\right)-\left(P^{2 N}\left(x_{i}\right)-P^{N}\left(x_{i}\right)\right)=O\left(N^{-2}\right), \quad \text { for } \quad 1 \leq i \leq N / 2 .
$$

The subsequent lemma demonstrates the error of $P^{N}\left(x_{i}\right)$ after extrapolating over ( $\left.1-\tau, 1\right]$.
Lemma 3.6. Under assumptions $\varepsilon \leq N^{-1}$. For all $x_{i} \in[1-\tau, 1]$,

$$
\left|p\left(x_{i}\right)-\left(P^{2 N}\left(x_{i}\right)-P^{N}\left(x_{i}\right)\right)\right| \leq C\left(N^{-1}(\ln N)^{2}\right) .
$$

for some constant C.
Proof. We define the function $\hat{G}(x)$ on $[1-\tau, 1]$ by

$$
\mathcal{L} \hat{G}(x)=0, \hat{G}\left(1-\tau\left(x_{N}\right)\right)=1, \hat{G}(1)=0, \quad \text { for } \quad(1-\tau, 1) .
$$

Within the domain $\Omega_{1}^{N}$, we introduce a discrete approximation $\hat{G}^{N}$ of $\hat{G}$ as outlined below:

$$
\mathcal{L} \hat{G}^{N}(x)=0, \hat{G}\left(1-\tau\left(x_{N}\right)\right)=1, \hat{G}^{N}(1)=0, \quad \text { for } \quad N / 2 \leq i \leq N .
$$

For the convergence of the upwind scheme, we have

$$
\begin{equation*}
\left|\hat{G}-\hat{G}^{N}\right| \leq C N^{-1} \ln N \quad \text { for } \quad N / 2 \leq i \leq N . \tag{3.24}
\end{equation*}
$$

We define $\varphi(x)=P^{N}\left(x_{i}\right)-p\left(x_{i}\right)-(H \bar{E}(1-\tau)) \hat{G}\left(x_{i}\right) \quad$ for $\quad N / 2 \leq i \leq N$.
Then $\varphi\left(x_{N / 2}\right)=O\left(N^{-2}\right), \varphi\left(x_{N}\right)=0$ and

$$
\mathcal{L}^{N} \varphi\left(x_{i}\right)=O\left(h_{i}\right)+O\left(H^{2}\right)=O\left(N^{-1}(\ln N)^{2}\right) .
$$

Using a barrier function of the form $C\left(1+x_{i}\right) N^{-1}(\ln N)^{2}$, we obtain the following estimate for $\varphi\left(x_{i}\right)$ :

$$
\begin{equation*}
\left|\varphi\left(x_{i}\right)\right| \leq C N^{-1}(\ln N)^{2}, \quad \text { for } \quad N / 2 \leq i \leq N . \tag{3.25}
\end{equation*}
$$

Furthermore, noticing that $|\tilde{G}(1-\tau)| \leq C$, we can deduce the following relationship:

$$
\begin{equation*}
P^{N}\left(x_{i}\right)-p\left(x_{i}\right)=(H \tilde{G}(1-\tau)) \tilde{G}^{N}\left(x_{i}\right)+O\left(N^{-1}(\ln N)^{2}\right) . \tag{3.26}
\end{equation*}
$$

Similarly, on the mesh $\Omega^{2 N}$, one has

$$
\begin{equation*}
P^{2 N}-p\left(x_{i}\right)=\left(\frac{H}{2}\right) \tilde{E}(1-\tau) \tilde{G}\left(x_{i}\right)+O\left(N^{-1}(\ln N)^{2}\right), \quad \text { for } \quad N / 2 \leq i \leq 2 N . \tag{3.27}
\end{equation*}
$$

Now combining (3.26) and (3.27), we obtain
$p\left(x_{i}\right)-\left(2 P^{2 N}-P^{N}\right)\left(x_{i}\right)=2\left(p-P^{2 N}\right)\left(x_{i}\right)-\left(p-P^{N}\right)\left(x_{i}\right)=O\left(N^{-1}(\ln N)^{2}\right), \quad$ for $\quad N / 2 \leq i \leq N$.
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### 3.3.3. Extrapolated solution of $Q^{N}$

The error $Q^{N}\left(x_{i}\right)-q\left(x_{i}\right)$ is computed separately in the sub-intervals $[0,1-\tau]$ and $[1-\tau, 1]$.
Lemma 3.7. For all $x_{i} \in[0,1-\tau]$, we have

$$
\left|q\left(x_{i}\right)-\left(2 Q^{2 N}-Q^{N}\right)\left(x_{i}\right)\right| \leq C N^{-2} .
$$

Proof. Referring to (Theorem 1 of Cen [6]), we obtain:

$$
\left|q_{i}-Q_{i}^{N}\right| \leq\left|q_{i}\right|+\left|Q_{i}^{N}\right| \leq C e^{-\alpha x_{i} / \varepsilon}+C S_{i}^{\prime} .
$$

By employing Lemma 3.2, it is straightforward to establish that for $N / 2 \leq i \leq N$,

$$
\left|q_{i}-Q_{i}^{N}\right| \leq C N^{-2} .
$$

To study the impact of extrapolation $(1-\tau, 1)$, we introduce the function $F$ over the interval $[1-\tau, 1]$ through a BVP with nonlocal boundary conditions. Suppose $F$ is the solution of the following BVPs with IBC:

$$
\left\{\begin{array}{l}
\mathcal{L} F\left(x_{N}\right)=\frac{2 \varepsilon}{\alpha} \mu\left(x_{i}\right) q^{\prime \prime}(x), \quad x \in(1-\tau, 1),  \tag{3.28}\\
F\left(1-\tau\left(x_{N}\right)\right)=F(1)=0 .
\end{array}\right.
$$

Then, $F$ depends upon $\tau$ and independent of $N$. Now using the fact that $\left\|F^{\prime}(0)\right\| \leq C \varepsilon^{-1}$, we have for $0 \leq x \leq 1-\tau$

$$
\begin{equation*}
\left\|F^{(k)}(x)\right\| \leq C \varepsilon^{-k} e^{-\alpha x / \varepsilon}, k=1,2,3,4 . \tag{3.29}
\end{equation*}
$$

Lemma 3.8. For all $x_{i} \in[1-\tau, 1]$, we have

$$
\begin{equation*}
Q^{N}\left(x_{i}\right)-q\left(x_{i}\right)=\left(N^{-1} \ln N\right) F\left(x_{i}\right)+O\left(N^{-2}(\ln N)^{2}\right) . \tag{3.30}
\end{equation*}
$$

Proof. The detailed proof is given $[24,31]$.
We will now illustrate how extrapolation improves the accuracy of $Q^{N}\left(x_{i}\right)$ for $x_{i}$ within the range of $x_{i} \in[1-\tau, 1]$.
Lemma 3.9. For some constant $C$ and for all $x_{i} \in[1-\tau, 1]$, we have

$$
\left|q\left(x_{i}\right)-\left(2 Q^{2 N}\left(x_{i}\right)-Q^{N}\left(x_{i}\right)\right)\right| \leq C N^{-2}(\ln N)^{2} .
$$

Proof. Assuming that $x_{i} \in[1-\tau, 1]$, we can reconfigure equation (3.30) to more explicitly showcase its reliance on the selection of both $N$ and $\tau$.

$$
\begin{equation*}
Q^{N}\left(x_{i}\right)-q\left(x_{i}\right)=N^{-1} \ln N F\left(x_{i}\right)+O\left(N^{-1}(\ln N)^{2}\right)=N^{-1}\left(\frac{\alpha \tau}{2 \varepsilon}\right) F\left(x_{i}\right)+O\left(N^{-1}\left(\frac{\alpha \tau}{2 \varepsilon}\right)^{2}\right) \tag{3.31}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
Q^{2 N}\left(x_{i}\right)-q\left(x_{i}\right)=N^{-1}\left(\frac{\alpha \tau}{2 \varepsilon}\right) F\left(x_{i}\right)+O\left(N^{-2}\left(\frac{\alpha \tau}{2 \varepsilon}\right)^{2}\right) \tag{3.32}
\end{equation*}
$$

Given that $\bar{\Omega}_{1}^{2 N}$ is solved utilizing the identical transition point $1-\tau$, it can be concluded that:

$$
\begin{equation*}
Q^{2 N}\left(x_{i}\right)-q\left(x_{i}\right)=(2 N)^{-2}\left(\frac{\alpha \tau}{2 \varepsilon}\right) F\left(x_{i}\right)+O\left(N^{-1}\left(\frac{\alpha \tau}{2 \varepsilon}\right)^{2}\right) \tag{3.33}
\end{equation*}
$$

Replacing the first term (3.31) and (3.32), we have

$$
q\left(x_{i}\right)-\left(2 Q^{2 N}\left(x_{i}\right)-Q^{N}\left(x_{i}\right)\right) \leq C N^{-2}(\ln N)^{2}
$$

Hence, the desired result is required.
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Theorem 3.10. (Error after extrapolation) Assume that $\varepsilon \leq N^{-1}$, then there exists a positive constant $C$ such that:

$$
\left|\xi\left(x_{i}\right)-\left(2 Z^{2 N}\left(x_{i}\right)-Z^{N}\left(x_{i}\right)\right)\right| \leq N^{-2}(\ln N)^{2}, \quad \text { for } \quad x_{i} \in \Omega^{N} .
$$

where $C$ are positive constants.

## Proof.

For each $x_{i} \in \Omega^{N}$, we have

$$
\xi\left(x_{i}\right)-\left(2 Z^{2 N}\left(x_{i}\right)-Z^{N}\left(x_{i}\right)\right)=p\left(x_{i}\right)-\left(2 P^{2 N}\left(x_{i}\right)-P^{N}\left(x_{i}\right)\right)+q\left(x_{i}\right)-\left(2 Q^{2 N}\left(x_{i}\right)-Q^{N}\left(x_{i}\right)\right) .
$$

We obtain the desired result by combining the results of Lemmas 3.5, 3.6 for the smooth component and 3.7, 3.8, 3.9 for the layer component of the above equations.

## 4. Numerical Scaled Derivatives

In this section, we establish the approximation of the scaled derivative $\varepsilon \xi^{\prime}(x)$ of the continuous solution (2.1), as well as the scaled upwind discrete derivative $\varepsilon D^{-} Z(x)$ of the numerical solution (3.4), at internal points $x_{i}(i=1, \ldots, N-1)$ within both the fine and coarse regions.

The errors, represented as $e\left(x_{i}\right)=Z\left(x_{i}\right)-\xi\left(x_{i}\right)$, satisfy the following equation:

$$
\left[-\varepsilon \delta^{2}+\mu\left(x_{i}\right) D^{-}\right] e\left(x_{i}\right)=-\left[\eta\left(x_{i}\right) e\left(x_{i}\right)\right]+\text { truncation error }
$$

where, according to Theorem 3.1, $\left[\eta\left(x_{i}\right) e\left(x_{i}\right)\right]=O\left(N^{-1} \ln N\right)$. We utilize the equation above in the proofs of the subsequent lemmas and theorems.
Lemma 4.1. For each mesh point $x_{i} \in \Omega^{N}$ and all $x \in \bar{\Omega}_{i}=\left[x_{i-1}, x_{i}\right]$, we have:

$$
\left|\varepsilon\left(D^{-} \xi\left(x_{i}\right)-\xi^{\prime}(x)\right)\right| \leq C N^{-1} \ln N
$$

where $\xi$ is the solution of any problem given in (2.1).
Proof. To bound $\left|D^{-} \xi\left(x_{i}\right)-\xi^{\prime}(x)\right|$, we can express it as follows:

$$
\left|\varepsilon\left(D^{-} \xi\left(x_{i}\right)-\xi^{\prime}(x)\right)\right| \leq\left|\varepsilon\left(D^{-} p\left(x_{i}\right)-p^{\prime}(x)\right)\right|+\left|\varepsilon\left(D^{-} q\left(x_{i}\right)-q^{\prime}(x)\right)\right|
$$

we can precisely bound the expression by considering each term independently on the right-hand side (RHS). Using the triangle inequality, we can write:

$$
\begin{equation*}
\left|\varepsilon\left(D^{-} \xi\left(x_{i}\right)-\xi^{\prime}(x)\right)\right| \leq\left|\varepsilon D^{-} \xi\left(x_{i}\right)\right|+\left|\varepsilon \xi^{\prime}(x)\right| \tag{4.1}
\end{equation*}
$$

For any mesh point $x_{i} \in \Omega^{N} \cup\{0\}$, and any function $\varphi \in C^{2}\left(\bar{\Omega}_{i}\right)$ that satisfies the given differential equation, we have the following identity:

$$
\begin{equation*}
D^{-} \varphi\left(x_{i}\right)-\varphi^{\prime}(x)=\frac{1}{x_{i+1}-x_{i}} \int_{s=x_{i}}^{x_{i+1}} \int_{t=x_{i}}^{s} \varphi^{\prime \prime}(t) d t d s-\int_{t=x_{i}}^{x} \varphi^{\prime \prime}(t) d t \tag{4.2}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\left|D^{-} \varphi\left(x_{i}\right)-\varphi^{\prime}(x)\right| \leq \frac{3}{2}\left(x_{i+1}-x_{i}\right)\left\|\varphi^{\prime \prime}\right\|_{\bar{\Omega}_{i}} . \tag{4.3}
\end{equation*}
$$
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We apply to this $p$ and, using Lemma (2.2) and the solution's decomposition, we observe that

$$
\begin{equation*}
\left|D^{-} p\left(x_{i}\right)-p^{\prime}(x)\right| \leq C \frac{\varepsilon}{3}\left(x_{i+1}-x_{i}\right)\left\|p^{(3)}| |_{\Omega_{i}}+\frac{\mu\left(x_{i}\right)}{3}\right\| p^{(2)} \| \leq C N^{-1} . \tag{4.4}
\end{equation*}
$$

this yields the required bound in the first term. We have plans for the second term

$$
\begin{equation*}
\left|\varepsilon\left(D^{-} q\left(x_{i}\right)-q^{\prime}(x)\right)\right| \leq C \frac{3}{2}\left(x_{i+1}-x_{i}\right)\left\|\varepsilon q^{\prime \prime}\right\|_{\bar{\Omega}_{i}} \leq C \varepsilon^{-1}\left(x_{i+1}-x_{i}\right) e^{-\alpha x_{i-1} / \varepsilon} . \tag{4.5}
\end{equation*}
$$

To bound each term separately, consider the case $\tau=1 / 2$ where $x_{i}-x_{i-1}=N^{-1}$ and $\varepsilon^{-1} \leq C \ln N$.
When $\tau=1 / 2$, we see from the argument leading to (4.4) that

$$
\begin{equation*}
\left\|\varepsilon\left(D^{-} q\left(x_{i}\right)-q^{\prime}(x)\right)\right\|_{\bar{\Omega}} \leq C N^{-1} \ln N . \tag{4.6}
\end{equation*}
$$

For all $x_{i} \in[0,1-\tau)$, we have that

$$
\left|\varepsilon\left(D^{-} q\left(x_{i}\right)-q^{\prime}(x)\right)\right| \leq C\left(x_{i+1}-x_{i}\right) \varepsilon\left\|q^{\prime \prime}\right\|_{\bar{\Omega}_{i}} \leq C \tau(\varepsilon N)^{-1} \leq C N^{-1} \ln N .
$$

Hence, let's focus on the remaining case $\tau=\frac{2 \varepsilon}{\alpha} \ln N$ and $x_{i} \in[1-\tau, 1)$.
Then, we can use the fact that $\mathcal{L} q=0$ and integration by parts, we obtain:

$$
\begin{aligned}
\varepsilon \int_{t=x_{i}}^{s} q^{\prime \prime} d t= & -\int_{t=x_{i}}^{s} \mu(t) q^{\prime}(t) d t=\int_{t=x_{i}}^{s} \mu^{\prime}(t) q(t) d t-\left.\mu(t) q(t)\right|_{t=x_{i}} ^{s} \\
& \leq C\|q\|_{\bar{\Omega}_{i}} .
\end{aligned}
$$

From this, we can conclude that for all $s \in \bar{\Omega}_{i}$ :

$$
\left|\int_{t=x_{i}}^{s} \varepsilon q^{\prime \prime}(t) d t\right| \leq C\|q\|_{\bar{\Omega}_{i}} \leq C e^{-\alpha \tau / \varepsilon} \leq C N^{-1} .
$$

Combining these inequalities completes the proof.
Lemma 4.2. Let $p$ and $P^{N}$ be the exact and discrete regular components of the solution to the problem (2.5) and (3.13) respectively. Then for every mesh point $x_{i} \in \Omega^{N}$, we have

$$
\left|\varepsilon D^{-}\left(P^{N}\left(x_{i}\right)-p\left(x_{i}\right)\right)\right| \leq C N^{-1} .
$$

Proof. We denote the notation of error and truncation error at each mesh point by

$$
e\left(x_{i}\right)=P^{N}\left(x_{i}\right)-p\left(x_{i}\right)=\left(P^{N}-p\right)\left(x_{i}\right) \quad \text { and } \quad \tau\left(x_{i}\right)=\mathcal{L}^{N} e\left(x_{i}\right) .
$$

First, we proved that for all $i, 0 \leq i \leq N-1, \quad\left|\varepsilon D^{-} e\left(x_{i}\right)\right| \leq C N^{-1}$, since $e_{N}=0$,

$$
\begin{equation*}
\left|\varepsilon D^{-} e\left(x_{N}\right)\right|=\frac{\left|\varepsilon\left(e\left(x_{N}\right)-e\left(x_{N-1}\right)\right)\right|}{x_{N}-x_{N-1}} \leq C \varepsilon N^{-1} . \tag{4.7}
\end{equation*}
$$

To establish the outcome for $N / 2+1 \leq i \leq N-2$, we express the relationship $\tau\left(x_{i}\right)=\mathcal{L}^{N} e\left(x_{i}\right)$ in the following form:
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$$
\begin{equation*}
\varepsilon D^{-} e\left(x_{j}\right)-\varepsilon D^{-} e\left(x_{j-1}\right)+\frac{1}{2}\left(x_{j+1}-x_{j-1}\right) \mu\left(x_{j}\right) D^{-} e\left(x_{j}\right)=\frac{1}{2}\left(x_{j+1}-x_{j-1}\right)\left[\tau\left(x_{i}\right)+\eta\left(x_{j}\right) e\left(x_{j}\right)\right] \tag{4.8}
\end{equation*}
$$

By summing and rearranging these equations from $j=i$ o $N-1$, we obtain

$$
\begin{aligned}
\left|\varepsilon D^{-} e_{j}\left(x_{i}\right)\right| \leq\left|\varepsilon D^{-} e_{j}\left(x_{N}\right)\right|+\frac{1}{2} \sum_{j=i}^{N-1}( & \left.x_{j+1}-x_{j-1}\right)\left[\left|\tau_{j}\left(x_{j}\right)\right|+\left|\eta_{j}\left(x_{j}\right) e\left(x_{j}\right)\right|\right] \\
& +\frac{1}{2}\left|\sum_{j=i}^{N-1}\left(x_{j+1}-x_{j-1}\right) \mu\left(x_{j}\right) D^{-} e_{j}\left(x_{j}\right)\right|
\end{aligned}
$$

Proceeding to bound each term separately, we have already established that the first term is bound as $\left|\varepsilon D^{-} e_{j}\left(x_{N}\right)\right| \leq C N^{-1}$.
For the second term, since $\left|\tau\left(x_{i}\right)\right| \leq C N^{-1}$ and $\left|\eta\left(x_{j}\right)\right| \leq C N^{-1}$, we can bound it as

$$
\frac{1}{2} \sum_{j=i+1}^{N-1}\left(x_{j+1}-x_{j-1}\right)\left[\left|\tau_{j}\left(x_{j}\right)\right|+\left|\eta_{j}\left(x_{j}\right) e\left(x_{j}\right)\right|\right] \leq C N^{-1}
$$

To bound the last term, let's consider the telescoping effect. We observe as follows:

$$
\begin{aligned}
& \left(x_{j+1}-x_{j-1}\right) \mu\left(x_{j}\right) D^{-} e\left(x_{j}\right)=\left(\frac{x_{j+1}-x_{j-1}}{x_{j+1}-x_{j-1}} \mu\left(x_{j}\right) e\left(x_{j+1}\right)-\frac{x_{j}-x_{j-2}}{x_{j}-x_{j-1}} \mu\left(x_{j-1}\right) e\left(x_{j}\right)\right) \\
& -\frac{x_{j+1}-x_{j-1}}{x_{j+1}-x_{j}}\left(\mu\left(x_{j}\right)-\mu\left(x_{j-1}\right)\right) e\left(x_{j}\right)-\left(\frac{x_{j+1}-x_{j-1}}{x_{j+1}-x_{j}}-\frac{x_{j}-x_{j-2}}{x_{j}-x_{j-1}}\right) \mu\left(x_{j-1}\right) e\left(x_{j}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(x_{j+1}-x_{j-1}\right) \mu\left(x_{j}\right) D^{-} e\left(x_{j}\right)=\left(\frac{x_{j+1}-x_{j-1}}{x_{j+1}-x_{j-1}} \mu\left(x_{j}\right) e\left(x_{j}\right)-\frac{x_{j}-x_{j-2}}{x_{j}-x_{j-1}} \mu\left(x_{j-1}\right) e\left(x_{j-1}\right)\right) \\
& -\frac{x_{j+1}-x_{j-1}}{x_{j}-x_{j-1}}\left(\mu\left(x_{j}\right)-\mu\left(x_{j-1}\right)\right) e\left(x_{j-1}\right)-\left(\frac{x_{j+1}-x_{j-1}}{x_{j}-x_{j-1}}-\frac{x_{j}-x_{j-2}}{x_{j-1}-x_{j-2}}\right) \mu\left(x_{j-1}\right) e\left(x_{j-1}\right)
\end{aligned}
$$

By summing and rearranging the expressions, we see the first RHS bracket term simplify through telescoping, and the last RHS bracket is non-zero solely for $j=N / 2$ and $j=N / 2+1$.
Therefore,for $1<i \leq N / 2$ we have:

$$
\begin{aligned}
& \sum_{j=i+1}^{N-1}\left(x_{j+1}-x_{j-1}\right) \mu\left(x_{i}\right) D^{-} e\left(x_{j}\right)=\left(\frac{x_{N}-x_{N-2}}{x_{N}-x_{N-1}} \mu\left(x_{i}\right) e\left(x_{N}\right)-\frac{x_{i+1}-x_{i-1}}{x_{i+1}-x_{i}} \mu\left(x_{i}\right) e\left(x_{i+1}\right)\right) \\
& -\sum_{j=i+1}^{N-1} \frac{x_{j+1}-x_{j-1}}{x_{j+1}-x_{j}}\left(\mu\left(x_{i}\right)-\mu\left(x_{j-1}\right)\right) e\left(x_{j}\right)+\left(1-\frac{h}{H}\right)\left(\mu\left(x_{N / 2-1}\right) e\left(x_{N / 2}\right)-\mu\left(x_{N / 2}\right) e\left(x_{N / 2+1}\right)\right)
\end{aligned}
$$

Similarly for $i \geq N / 2$, all terms on the RHS of the expression are zero. By utilizing the given facts: $\left|e\left(x_{j}\right)\right| \leq C N^{-1}$ and $\left|\mu\left(x_{j}\right)-\mu\left(x_{j-1}\right)\right| \leq\left\|\mu^{\prime}\right\|\left(x_{j}-x_{j-1}\right)$.
Using these facts, we deduce that for all $i, 1 \leq i \leq N / 2, \quad N / 2+1 \leq i \leq N$,

$$
\left|\varepsilon D^{-} e\left(x_{i}\right)\right| \leq C N^{-1}
$$
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$\overline{\text { Finally, considering the boundedness of } \mu\left(x_{j}\right)}$ and $\overline{e(x) \text {, and the fact that } x_{i+1}-x_{i}=O\left(N^{-1}\right) \text {, we }}$ conclude the expression is bounded $0 \leq i \leq N-2$ as follows:

$$
\left|\sum_{j=i+1}^{N-1}\left(x_{j+1}-x_{j-1}\right) \mu\left(x_{j}\right) D^{-} e_{j}\left(x_{j}\right)\right| \leq C N^{-1} .
$$

Lemma 4.3. Let $q$ be the exact solution of (2.6) and let $Q^{N}$ be the discrete singular component of the solution of Equations (3.14). Then, when $\tau=\frac{1}{2}$, we have for all $x_{i} \in \bar{\Omega}^{N}$

$$
\begin{equation*}
\left|\varepsilon\left(Q^{N}-q\right)\left(x_{i}\right)\right| \leq C N^{-1} \ln N\left(1-x_{i}\right) \tag{4.9}
\end{equation*}
$$

where $C$ is a constant. When $\tau=\frac{2 \varepsilon}{\alpha} \ln N$, we have

$$
\begin{equation*}
\left|Q^{N}\left(x_{i}\right)\right| \leq C\left(1-x_{i}\right) N^{-1} \quad \text { for } \quad x_{i} \in \Omega \cap[0,1-\tau], \tag{4.10a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\varepsilon D^{-1} Q^{N}\left(x_{i}\right)\right| \leq C N^{-1} \quad \text { for } \quad x_{i} \in \Omega \cap[1-\tau, 1] . \tag{4.10b}
\end{equation*}
$$

Proof. For detailed proof, one can refer to ([21], Lemma 3.15).
Lemma 4.4. Let $q$ and $Q^{N}$ be the exact and discrete singular components, respectively, of the solution defined by (2.6) and (3.14). Then, for all $x_{i} \in \Omega^{N}$, we have

$$
\left|\varepsilon\left(Q^{N}-q\right)\left(x_{i}\right)\right| \leq C N^{-1}(\ln N)^{2}
$$

where $C$ is a constant independent of $N$ and $\varepsilon$.
Proof. We represent the error and truncation error at each mesh point by

$$
\hat{e}\left(x_{i}\right)=\left(Q^{N}-q\right)\left(x_{i}\right) \quad \text { and } \quad \hat{\tau}\left(x_{i}\right)=\mathcal{L}^{N} \hat{e}\left(x_{i}\right) .
$$

We will prove the result separately for two cases: $\tau=\frac{1}{2}$ and $\tau=\frac{2 \varepsilon}{\alpha} \ln N$. The local truncation error is bound in the standard way and using Lemma 2.2, we obtain

$$
\begin{equation*}
\left|\mathcal{L}^{N}\left(Q^{N}-q\right)\left(x_{i}\right)\right| \leq C \varepsilon^{-2}\left(x_{i+1}-x_{i-1}\right) e^{-\alpha x_{i-1} / \varepsilon} \leq C \varepsilon^{-2} e^{-\alpha x_{i-1} / \varepsilon} \tag{4.11}
\end{equation*}
$$

First of all, we consider the case $\tau=\frac{2 \varepsilon}{\alpha} \ln N$, the mesh is non-uniform. For all $x_{i} \in \Omega^{N} \cap(0,1-\tau]$ and $x_{i} \in \Omega^{N} \cap[1-\tau, 1]$, we can use the triangle inequality to obtain:

$$
\left|\varepsilon D^{-}\left(Q^{N}-q\right)\left(x_{i}\right)\right| \leq\left|\varepsilon\left(D^{-} Q^{N}-q^{\prime}\right)\left(x_{i}\right)\right|+\left|\varepsilon\left(D^{-} q-q^{\prime}\right)\left(x_{i}\right)\right| .
$$

We bound each term on the right-hand side individually.According to lemma 4.1, this yields:

$$
\left|\varepsilon\left(D^{-} q-q^{\prime}\right)\left(x_{i}\right)\right| \leq C N^{-1} \ln N .
$$

Now, we bound each term separately. In the first case $x_{i} \in \bar{\Omega}^{N} \cap(0,1-\tau]$. Therefore, to bound the first term on the right-hand side,

$$
\left|\varepsilon\left(D^{-} Q^{N}-q^{-}\right)\left(x_{i}\right)\right| \leq C N^{-1}(\ln N)^{2} .
$$
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By utilizing Lemma 4.3 and (2.9), along with the triangle inequality, we can express this as:

$$
\begin{aligned}
\left|\varepsilon\left(D^{-} Q^{N}-q^{\prime}\right)\left(x_{i}\right)\right|= & \left|\varepsilon D^{-} Q^{N}\left(x_{i}\right)\right|+\left|\varepsilon q^{\prime}\left(x_{i}\right)\right| \\
& \leq C N^{-1}+C e^{-\alpha\left(1-x_{i}\right) / \varepsilon} \\
& \leq C N^{-1} .
\end{aligned}
$$

For $x_{i}=1-\tau$ we write $\mathcal{L}^{N} Q^{N}(1-\tau)=0$ in the form

$$
\begin{aligned}
\left|\varepsilon D^{-} Q^{N}\left(x_{N / 2+1}\right)\right| & =\left|\left(1-\frac{h}{2 \varepsilon} \mu(1-\tau)\right) \varepsilon D^{-} Q^{N}(1-\tau)+\frac{1}{2} \mu(1-\tau)\left(Q^{N}\left(x_{N / 2+1}\right)-Q^{N}(1-\tau)\right)\right| \\
& \leq C N^{-1} .
\end{aligned}
$$

Now, we consider $x_{i} \in[0,1-\tau]$. Thus, $\left|\varepsilon D^{-}\left(Q^{N}-q\right)\left(x_{N / 2+1}\right)\right| \leq C N^{-1}$. Now by using Lemma $\left|\left(Q^{N}-q\right)\left(x_{i}\right)\right| \leq C N^{-1}(\ln N)^{2}$, we have already established that

$$
\begin{equation*}
\left|\hat{e}\left(x_{i}\right)\right| \leq C N^{-1}(\ln N)^{2} \quad \text { and } \quad\left|\hat{\tau}\left(x_{i}\right)\right| \leq C \tau \varepsilon^{-2} N^{-1} e^{-\alpha x_{i-1} / \varepsilon} . \tag{4.12}
\end{equation*}
$$

For $1 \leq i<N / 2-1$, we write the equation $\hat{\tau}\left(x_{i}\right)=\mathcal{L}^{N} \hat{e}\left(x_{i}\right)$ in the form
$\varepsilon D^{-}\left(\hat{e}\left(x_{j}\right)-\hat{e}\left(x_{j-1}\right)\right)+\frac{1}{2} \mu\left(x_{j}\right)\left(x_{j+1}-x_{j-1}\right) D^{-} \hat{e}\left(x_{j}\right)-\frac{1}{2} \eta\left(x_{j}\right)\left(x_{j+1}-x_{j-1}\right) \hat{e}\left(x_{j}\right)=\frac{1}{2}\left(x_{j+1}-x_{j-1}\right) \tau\left(x_{i}\right)$.
Summing and rearranging we get

$$
\begin{aligned}
& \varepsilon D^{-} \hat{e}_{j}\left(x_{i}\right)=\varepsilon D^{-} \hat{e}\left(x_{N / 2-1}\right)+\sum_{j=i+1}^{N / 2-1}\left[\mu\left(x_{j}\right)\left(\hat{e}_{j+1}-\hat{e}_{j}\right)-h \tau_{j}\right]+\sum_{j=i+1}^{N / 2-1}\left[\eta\left(x_{j}\right) \hat{e}\left(x_{i}\right)\right], \quad j=1,2 . \\
& =\varepsilon D^{-} \hat{e}\left(x_{N / 2-1}\right)+\frac{1}{2} \sum_{j=i+1}^{N / 2-1}\left[\mu\left(x_{j}\right)\left(\hat{e}_{j+1}-\hat{e}_{j}\right)-\sum_{j=i+1}^{N / 2-1} h \tau\left(x_{j}\right)\right]+\sum_{j=i+1}^{N / 2-1}\left[\eta\left(x_{j}\right) \hat{e}\left(x_{i}\right)\right], \quad j=1,2 . \\
& =\varepsilon D^{-} \hat{e}_{N / 2-1} \hat{e}_{N / 2}-\mu\left(x_{i-1}\right) \hat{e}_{i+1}+\mu\left(x_{N / 2-1}\right) \hat{e}_{N / 2+1}-\mu\left(x_{i}\right) \hat{e}_{i}- \\
& \sum_{j=i+1}^{N / 2-1}\left[\left(\mu\left(x_{j}\right)-\mu\left(x_{j-1}\right)\right) \hat{e}\left(x_{j}\right)-h \tau\left(x_{i}\right)\right]+\sum_{j=i+1}^{N / 2-1}\left[\eta\left(x_{i}\right) \hat{e}\left(x_{i}\right)\right], \quad j=1,2 .
\end{aligned}
$$

As a result, using the result at $x_{N / 2}+1$ and (4.12), we obtain

$$
\begin{aligned}
\left|\varepsilon D^{-} \hat{e}\left(x_{j}\right)\right| & \leq C N^{-1}(\ln N)^{2}+C h \tau \varepsilon^{-2} N^{-1} \sum_{j=i+1}^{N / 2+1} e^{-(j-1) \alpha h / \varepsilon} \\
& \leq C N^{-1}\left((\ln N)^{2}+\frac{\tau}{\varepsilon} \frac{\alpha h / \varepsilon}{\left(1-e^{-\alpha h / \varepsilon)}\right.}\right) .
\end{aligned}
$$

However, since $y=\frac{\alpha h}{\varepsilon}=2 N^{-1} \ln N$ and $B(y)=\frac{y}{1-e^{-y}}$ are bounded, we can conclude that $\left|\varepsilon D^{-} \hat{e}\left(x_{i}\right)\right| \leq C N^{-1}(\ln N)^{2}$ is required.
When $\tau=\frac{1}{2}$, using the above arguments along with (4.12) and (4.13), we arrive at the result:

$$
\left|\varepsilon D^{-} \hat{e}\left(x_{i}\right)\right| \leq C N^{-1}(\ln N)^{2} .
$$

Thus, Lemma 4.4 has been successfully proven.
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Theorem 4.5. Let $\xi$ be the solution of the continuous problem (2.1), and let $Z$ be the solution of the discrete problem (3.4). For any $i$ within the range $0 \leq i \leq N-1$, the following $\varepsilon$-uniform error estimate satisfies:

$$
\sup _{0 \leq \varepsilon \leq 1}\left\|\varepsilon\left(D^{-} Z\left(x_{i}\right)-\xi^{\prime}\left(x_{i}\right)\right)\right\|_{\bar{\Omega}_{i}} \leq C N^{-1}(\ln N)^{2}
$$

where $C$ is independent of $\varepsilon$ and $N$.
Proof. Detailed proof in [21]. Using [21] technique with Theorem 3.17 and Lemmas 4.2 and 4.4, we achieve the desired outcome.

## 5. Numerical Examples, Results and Discussion

We perform numerical tests to confirm theoretical findings, employing model problems from equations (2.1) and utilizing the numerical scheme in equation (3.4). This section presents two examples, and since exact solutions are unknown, we assess the maximum point-wise error using the double mesh principle $[2,24,26]$.
The calculation of the maximum pointwise double-mesh differences is given as follows:

$$
E_{\varepsilon}^{N}\left(\varepsilon D^{-} Z\right)=\left|\varepsilon\left(D^{-} Z^{N}-D^{-} Z^{2 N}\right)\right|
$$

where $Z^{N}$ and $Z^{2 N}$ represent the numerical solutions acquired with $N$ and $2 N$ mesh intervals, respectively. We compute the $\varepsilon$-uniform maximum pointwise double-mesh differences, denoted as

$$
E^{N}\left(\varepsilon D^{-} Z\right)=\max _{\varepsilon \in R_{\varepsilon}} E_{\varepsilon}^{N}
$$

We define the computed corresponding $\varepsilon$-uniform numerical convergence rates for all $N$ as:

$$
S^{N}=\log 2\left(\frac{E^{N}}{E^{2 N}}\right) \quad \text { and } \quad S_{\mathrm{extp}}^{N}=\log 2\left(\frac{E_{\mathrm{extp}}^{N}}{E_{\mathrm{extp}}^{2 N}}\right)
$$

The numerical results are shown for $\varepsilon$ values from $\varepsilon \in R_{\varepsilon}=\left\{2^{-20}, \ldots, 2^{-2}, 2^{-1}\right\}$, where $R_{\varepsilon}$ define the ranges for the singular perturbation parameter.

Example 5.1. Consider the following SPP:

$$
-\varepsilon \xi^{\prime \prime}(x)+(1+x) \xi^{\prime}(x)=(1-x)^{2}, \quad x \in \Omega
$$

with boundary conditions

$$
\xi(0)=0, \quad \xi(1)-\varepsilon \int_{0}^{1} \frac{x}{2} \xi(x) d x=1
$$

Example 5.2. Consider the following SPP:

$$
-\varepsilon \xi^{\prime \prime}(x)+\xi^{\prime}(x)=1, \quad x \in \Omega
$$

with boundary conditions

$$
\xi(0)=0, \quad \xi(1)-\varepsilon \int_{0}^{1} \frac{x}{2} \xi(x) d x=0
$$
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Figure 1: Graph of the numerical solution for $N=256$ and $\varepsilon=2^{-5}$ in Example 5.1.


Figure 2: Log-log plot of maximum errors in Example 5.1.


Figure 3: Graph of the numerical solution for $N=256$ and $\varepsilon=2^{-5}$ for Example 5.2.


Figure 4: The log-log plot of the maximum pointwise errors for Example 5.2
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Table 1: Values of $E^{N}$ and $S^{N}$ for the solution of $\xi$ and the scaled first derivatives $\varepsilon \xi^{\prime}$ in Example 5.1.

| $\varepsilon \backslash N$ | 64 | 128 | 256 | 512 | 1024 | 2048 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{-1}$ | $3.5500 \mathrm{e}-03$ | $1.8160 \mathrm{e}-03$ | $9.1857 \mathrm{e}-04$ | $4.6197 \mathrm{e}-04$ | $2.3166 \mathrm{e}-04$ | $1.1600 \mathrm{e}-04$ |
| $2^{-3}$ | $1.4720 \mathrm{e}-02$ | $7.9031 \mathrm{e}-03$ | $4.1015 \mathrm{e}-03$ | $2.0902 \mathrm{e}-03$ | $1.0553 \mathrm{e}-03$ | $5.3022 \mathrm{e}-04$ |
| $2^{-6}$ | $2.3427 \mathrm{e}-02$ | $1.5490 \mathrm{e}-02$ | $9.7590 \mathrm{e}-03$ | $5.8112 \mathrm{e}-03$ | $3.3469 \mathrm{e}-03$ | $1.8832 \mathrm{e}-03$ |
| $2^{-9}$ | $2.0704 \mathrm{e}-02$ | $1.2767 \mathrm{e}-02$ | $7.5627 \mathrm{e}-03$ | $4.3494 \mathrm{e}-03$ | $2.4481 \mathrm{e}-03$ | $1.3565 \mathrm{e}-03$ |
| $2^{-12}$ | $2.0707 \mathrm{e}-02$ | $1.2768 \mathrm{e}-02$ | $7.5643 \mathrm{e}-03$ | $4.3506 \mathrm{e}-03$ | $2.4488 \mathrm{e}-03$ | $1.3569 \mathrm{e}-03$ |
| $2^{-}$ | $2.0706 \mathrm{e}-02$ | $1.2768 \mathrm{e}-02$ | $7.5642 \mathrm{e}-03$ | $4.3506 \mathrm{e}-03$ | $2.4488 \mathrm{e}-03$ | $1.3570 \mathrm{e}-03$ |
| $2^{-20}$ | $2.0706 \mathrm{e}-02$ | $1.2768 \mathrm{e}-02$ | $7.5642 \mathrm{e}-03$ | $4.3506 \mathrm{e}-03$ | $2.4488 \mathrm{e}-03$ | $1.3570 \mathrm{e}-03$ |
| $E^{N}$ (Solution $\xi$ ) | $2.3427 \mathrm{e}-02$ | $1.5490 \mathrm{e}-02$ | $9.7590 \mathrm{e}-03$ | $5.8112 \mathrm{e}-03$ | 3.3469e-03 | $1.8832 \mathrm{e}-03$ |
| $S^{N}$ (Solution $\xi$ ) | 0.5968 | 0.6665 | 0.7479 | 0.7960 | 0.8296 | - |
| $2^{-1}$ | $1.7750 \mathrm{e}-03$ | $9.0801 \mathrm{e}-04$ | $4.5929 \mathrm{e}-04$ | $2.3098 \mathrm{e}-04$ | $1.1583 \mathrm{e}-04$ | $5.8000 \mathrm{e}-05$ |
| $2^{-3}$ | $1.8400 \mathrm{e}-03$ | $9.8788 \mathrm{e}-04$ | $5.1268 \mathrm{e}-04$ | $2.6128 \mathrm{e}-04$ | $1.3191 \mathrm{e}-04$ | $6.6277 \mathrm{e}-05$ |
| $2^{-6}$ | $3.2208 \mathrm{e}-04$ | $1.9888 \mathrm{e}-04$ | $1.1788 \mathrm{e}-04$ | $6.7813 \mathrm{e}-05$ | $3.8171 \mathrm{e}-05$ | $2.1152 \mathrm{e}-05$ |
| $2^{-9}$ | $4.3649 \mathrm{e}-05$ | $2.4935 \mathrm{e}-05$ | $1.4771 \mathrm{e}-05$ | $8.4950 \mathrm{e}-06$ | $4.7813 \mathrm{e}-06$ | $2.6495 \mathrm{e}-06$ |
| $2_{2}^{-12}$ | $5.0554 \mathrm{e}-06$ | $3.1173 \mathrm{e}-06$ | $1.8468 \mathrm{e}-06$ | $1.0622 \mathrm{e}-06$ | $5.9784 \mathrm{e}-07$ | $3.3128 \mathrm{e}-07$ |
| $2_{2-17}^{-15}$ | $6.3191 \mathrm{e}-07$ | $3.8965 \mathrm{e}-07$ | $2.3084 \mathrm{e}-07$ | $1.3277 \mathrm{e}-07$ | $7.4731 \mathrm{e}-08$ | $4.1411 \mathrm{e}-08$ |
| $2^{-17}$ | $1.5798 \mathrm{e}-07$ | $9.7412 \mathrm{e}-08$ | $5.7710 \mathrm{e}-08$ | $3.3193 \mathrm{e}-08$ | $1.8683 \mathrm{e}-08$ | $1.0353 \mathrm{e}-08$ |
| $2^{-20}$ | $2.1161 \mathrm{e}-08$ | $1.4085 \mathrm{e}-08$ | $8.8689 \mathrm{e}-09$ | $5.2990 \mathrm{e}-09$ | $3.0561 \mathrm{e}-09$ | $1.7213 \mathrm{e}-09$ |
| $E^{N}$ (Scaled Derivative) | $1.8400 \mathrm{e}-03$ | 9.8788e-04 | 5.1268e-04 | $2.6128 \mathrm{e}-04$ | $1.3191 \mathrm{e}-04$ | 6.6277e-05 |
| $S^{N}$ (Scaled Derivative) | 0.8973 | 0.9463 | 0.9725 | 0.9860 | 0.9930 | - |

Table 2: Values of $E^{N}$ and $S^{N}$ for the solution of $\xi$ and the scaled first derivatives $\varepsilon \xi^{\prime}$ in Example 5.2.

| $\varepsilon \backslash N$ | 64 | 128 | 256 | 512 | 1024 | 2048 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{-1}$ | $1.7018 \mathrm{e}-03$ | $8.6234 \mathrm{e}-04$ | $4.3406 \mathrm{e}-04$ | $2.1776 \mathrm{e}-04$ | $1.0906 \mathrm{e}-04$ | $5.4576 \mathrm{e}-05$ |
| $2^{-3}$ | $1.0520 \mathrm{e}-02$ | $5.4609 \mathrm{e}-03$ | $2.7833 \mathrm{e}-03$ | $1.4052 \mathrm{e}-03$ | $7.0603 \mathrm{e}-04$ | $3.5388 \mathrm{e}-04$ |
| $2^{-6}$ | $4.8788 \mathrm{e}-03$ | $2.4950 \mathrm{e}-03$ | $1.2620 \mathrm{e}-03$ | $6.3466 \mathrm{e}-04$ | $3.1825 \mathrm{e}-04$ | $1.5936 \mathrm{e}-04$ |
| $2^{-9}$ | $2.0704 \mathrm{e}-02$ | $1.2767 \mathrm{e}-02$ | $7.5627 \mathrm{e}-03$ | $4.3494 \mathrm{e}-03$ | $2.4481 \mathrm{e}-03$ | $1.3565 \mathrm{e}-03$ |
| $2^{-12}$ | $2.0707 \mathrm{e}-02$ | $1.2768 \mathrm{e}-02$ | $7.5643 \mathrm{e}-03$ | $4.3506 \mathrm{e}-03$ | $2.4488 \mathrm{e}-03$ | $1.3569 \mathrm{e}-03$ |
| $2^{-15}$ | $2.0706 \mathrm{e}-02$ | $1.2768 \mathrm{e}-02$ | $7.5642 \mathrm{e}-03$ | $4.3506 \mathrm{e}-03$ | $2.4488 \mathrm{e}-03$ | $1.3570 \mathrm{e}-03$ |
| $2_{2}^{-17}$ | $2.0706 \mathrm{e}-02$ | $1.2768 \mathrm{e}-02$ | $7.5642 \mathrm{e}-03$ | $4.3506 \mathrm{e}-03$ | $2.4488 \mathrm{e}-03$ | $1.3570 \mathrm{e}-03$ |
| $2^{-20}$ | $2.0706 \mathrm{e}-02$ | $1.2768 \mathrm{e}-02$ | $7.5642 \mathrm{e}-03$ | $4.3506 \mathrm{e}-03$ | $2.4488 \mathrm{e}-03$ | $1.3570 \mathrm{e}-03$ |
| $E^{N}$ (Solution $\xi$ ) | $2.0706 \mathrm{e}-02$ | $1.2768 \mathrm{e}-02$ | $7.5642 \mathrm{e}-03$ | 4.3506e-03 | $2.4488 \mathrm{e}-03$ | 1.3570e-03 |
| $S^{N}$ (Solution $\xi$ ) | 0.6975 | 0.7553 | 0.7980 | 0.8291 | 0.8517 | - |
| $2^{-1}$ | $8.5088 \mathrm{e}-04$ | $4.3117 \mathrm{e}-04$ | $2.1703 \mathrm{e}-04$ | $1.0888 \mathrm{e}-04$ | $5.4531 \mathrm{e}-05$ | $2.7288 \mathrm{e}-05$ |
| $2^{-3}$ | $1.3151 \mathrm{e}-03$ | $6.8261 \mathrm{e}-04$ | $3.4791 \mathrm{e}-04$ | $1.7565 \mathrm{e}-04$ | $8.8254 \mathrm{e}-05$ | $4.4235 \mathrm{e}-05$ |
| $2^{-6}$ | $3.2208 \mathrm{e}-04$ | $1.9888 \mathrm{e}-04$ | $1.1788 \mathrm{e}-04$ | $6.7813 \mathrm{e}-05$ | $3.8171 \mathrm{e}-05$ | $2.1152 \mathrm{e}-05$ |
| $2^{-9}$ | $4.0438 \mathrm{e}-05$ | $2.4935 \mathrm{e}-05$ | $1.4771 \mathrm{e}-05$ | $8.4950 \mathrm{e}-06$ | $4.7813 \mathrm{e}-06$ | $2.6495 \mathrm{e}-06$ |
| $2^{-12}$ | $5.0554 \mathrm{e}-06$ | $3.1173 \mathrm{e}-06$ | $1.8468 \mathrm{e}-06$ | $1.0622 \mathrm{e}-06$ | $5.9784 \mathrm{e}-07$ | $3.3128 \mathrm{e}-07$ |
| $2_{2-15}$ | $6.3191 \mathrm{e}-07$ | $3.8965 \mathrm{e}-07$ | $2.3084 \mathrm{e}-07$ | $1.3277 \mathrm{e}-07$ | $7.4731 \mathrm{e}-08$ | $4.1411 \mathrm{e}-08$ |
| $2_{2-20}$ | $1.5798 \mathrm{e}-07$ | $9.7412 \mathrm{e}-08$ | $5.7710 \mathrm{e}-08$ | $3.3193 \mathrm{e}-08$ | $1.8683 \mathrm{e}-08$ | $1.0353 \mathrm{e}-08$ |
| $2^{-20}$ | $1.9747 \mathrm{e}-08$ | $1.2177 \mathrm{e}-08$ | $7.2138 \mathrm{e}-09$ | $4.1491 \mathrm{e}-09$ | $2.3354 \mathrm{e}-09$ | $1.2941 \mathrm{e}-09$ |
| $E^{N}$ (Scaled Derivative) | $1.3151 \mathrm{e}-03$ | 6.8261e-04 | $3.4791 \mathrm{e}-04$ | 1.7565e-04 | 8.8254e-05 | $4.4235 \mathrm{e}-05$ |
| $S^{N}$ (Scaled Derivative) | 0.9460 | 0.9723 | 0.9860 | 0.9930 | 0.9965 | - |

Using the provided data, Tables 1 and 2 show calculated values of $E^{N}$ and $S^{N}$ for the scaled derivative of the solution $\varepsilon \xi^{\prime}$. Computation utilizes scaled discrete upwind method, shown in Examples 5.1 and 5.2. In Tables 3 and 4, we can find precise maximum pointwise errors and convergence rates for Examples 5.1 and 5.2. These tables indicate nearly first-order convergence. Additionally, the tables summarize the maximum pointwise errors and convergence orders for the examples. As we review the results in Tables 3 and 4, we will notice a consistent decrease in the computed $\varepsilon$-uniform errors $E^{N}$ for Examples 5.1 and 5.2 as $N$ increases. This confirms the $\varepsilon$-uniform convergence of the upwind scheme (3.4) both before and after extrapolation.
We can see from the numerical solution plots in Figures 1 and 3, as well as the log-log plots of maximum pointwise errors in Figures 2 and 4, that Richardson extrapolation effectively increases the order of convergence of the upwind scheme. The upwind scheme's order of convergence improves from $O\left(N^{-1} \ln N\right)$ to $O\left(N^{-2} \ln ^{2} N\right)$, which is consistent with the theoretical bounds established
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Table 3: Maximum point-wise errors and the corresponding order of convergence using before and after extrapolation for Example 5.1.

| $\varepsilon \downarrow$ | Extrapolation | Number of Mesh Intervals $N$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 64 | 128 | 256 | 512 | 1024 | 2048 |
| $2^{-1}$ | Before | $1.7750 \mathrm{e}-03$ | $9.0801 \mathrm{e}-04$ | $4.5929 \mathrm{e}-04$ | $2.3098 \mathrm{e}-04$ | $1.1583 \mathrm{e}-04$ | $5.8000 \mathrm{e}-05$ |
|  |  | 0.9356 | 0.96705 | 9.8332 | 0.9916 | 0.9978 |  |
|  | After | $5.5469 \mathrm{e}-05$ | $1.4188 \mathrm{e}-05$ | $3.5882 \mathrm{e}-06$ | $9.0228 \mathrm{e}-07$ | $2.2623 \mathrm{e}-07$ | $5.664 \mathrm{e}-08$ |
|  |  | 1.9357 | 1.967 | 1.9833 | 1.9916 | 1.9958 |  |
| $2^{-2}$ | Before | $2.0200 \mathrm{e}-03$ | $1.0499 \mathrm{e}-03$ | $5.3540 \mathrm{e}-04$ | $2.7039 \mathrm{e}-04$ | $1.3588 \mathrm{e}-04$ | $6.8110 \mathrm{e}-05$ |
|  |  | 0.8928 | 0.9441 | 0.9714 | 0.9855 | 0.9927 |  |
|  | After | $1.2625 \mathrm{e}-4$ | $3.2808 \mathrm{e}-05$ | $8.3656 \mathrm{e}-06$ | $2.1124 \mathrm{e}-06$ | $5.3077 \mathrm{e}-07$ | $1.3303 \mathrm{e}-07$ |
|  |  | 1.8928 | 1.9442 | 1.9715 | 1.9856 | 1.9927 |  |
| $2^{-3}$ | Before | $1.8400 \mathrm{e}-03$ | $9.8788 \mathrm{e}-04$ | $5.1268 \mathrm{e}-04$ | $2.6128 \mathrm{e}-04$ | $1.3191 \mathrm{e}-04$ | $6.6277 \mathrm{e}-05$ |
|  |  | 0.8110 | 0.8973 | 0.9462 | 0.9724 | 0.9860 |  |
|  | After | $2.3001 \mathrm{e}-4$ | $6.1743 \mathrm{e}-05$ | $1.6021 \mathrm{e}-05$ | $4.0824 \mathrm{e}-06$ | $1.0305 \mathrm{e}-06$ | $2.589 \mathrm{e}-07$ |
|  |  | 1.811 | 1.8973 | 1.9463 | 1.9725 | 1.9861 |  |
| $2^{-4}$ | Before | $1.5855 \mathrm{e}-03$ | $9.0435 \mathrm{e}-04$ | $4.8573 \mathrm{e}-04$ | $2.5213 \mathrm{e}-04$ | $1.2851 \mathrm{e}-04$ | $6.4882 \mathrm{e}-05$ |
|  |  | 0.4702 | 0. 8099 | 0.8967 | 0.9459 | 0.9723 |  |
|  | After | $3.9637 \mathrm{e}-04$ | $1.1304 \mathrm{e}-04$ | $3.0358 \mathrm{e}-05$ | $7.8791 \mathrm{e}-06$ | $2.0079 \mathrm{e}-06$ | $5.0689 \mathrm{e}-07$ |
|  |  | 1.811 | 1.8973 | 1.9463 | 1.9725 | 1.9861 |  |
| $2^{-5}$ | Before | $7.6736 \mathrm{e}-04$ | $5.0594 \mathrm{e}-04$ | $3.1774 \mathrm{e}-04$ | $1.8858 \mathrm{e}-04$ | $1.0843 \mathrm{e}-04$ | $6.0910 \mathrm{e}-05$ |
|  |  | 0.4087 | 0.6009 | 0. 6711 | 0.7526 | 0.7983 |  |
|  | After | $3.8368 \mathrm{e}-4$ | $1.2649 \mathrm{e}-4$ | $3.9717 \mathrm{e}-05$ | $1.1786 \mathrm{e}-05$ | $3.3884 \mathrm{e}-06$ | $9.5172 \mathrm{e}-07$ |
|  |  | 1.4087 | 1.6009 | 1.6711 | 1.7527 | 1.7984 |  |
| $2^{-6}$ | Before | $3.2208 \mathrm{e}-04$ | $1.9888 \mathrm{e}-04$ | $1.1788 \mathrm{e}-04$ | $6.7813 \mathrm{e}-05$ | $3.8171 \mathrm{e}-05$ | $2.1152 \mathrm{e}-05$ |
|  |  | 0.4028 | 0.5687 | 0.6716 | 0.8106 | 0.8971 |  |
|  | After | $3.5656 \mathrm{e}-4$ | $1.1825 \mathrm{e}-4$ | $3.7243 \mathrm{e}-05$ | $1.1106 \mathrm{e}-05$ | $3.2004 \mathrm{e}-06$ | $9.0079 \mathrm{e}-07$ |
|  |  | 1.4085 | 1.5922 | 1.6669 | 1.7456 | 1.7951 |  |
| $E^{N}$ | Before | 2.0200e-03 | $1.0499 \mathrm{e}-03$ | 5.3540e-04 | $2.7039 \mathrm{e}-04$ | $1.3588 \mathrm{e}-04$ | 6.8110e-05 |
| $S^{N}$ |  | 0.9441 | 0.9716 | 0.9856 | 0.9927 | 0.9964 |  |
| $E_{\text {extp }}^{N}$ | After | 3.8368e-4 | $1.2649 \mathrm{e}-4$ | 3.9717e-05 | 1.1786e-05 | $3.3884 \mathrm{e}-06$ | $9.5172 \mathrm{e}-07$ |
| $S_{\text {extp }}^{N}$ |  | 1.6009 | 1.6712 | 1.7527 | 1.7984 | 1.8320 |  |

in Theorems 3.1, 3.10, and 4.5. These experimental results validate the effectiveness of Richardson extrapolation.

## 6. Conclusion

This article explores using Richardson extrapolation to solve SPCDPs with non-local boundary conditions (2.1). We discretized the domain using a piecewise-uniform mesh and utilized the upwind finite difference scheme. To handle the non-local boundary conditions, we employed the trapezoidal rule for numerical integration. Our initial approximation of the scaled derivatives $\left(\varepsilon \xi^{\prime}\right)$ and scaled discrete derivatives $\left(\varepsilon D^{-} Z\right)$ resulted in an almost first-order convergence rate. In addition, we utilized the Richardson extrapolation method to greatly enhance accuracy, resulting in nearly a second-order convergence rate. Our analysis revealed an improvement in convergence rate from about $O\left(N^{-1} \ln N\right)$ to $O\left(N^{-2} \ln ^{2} N\right)$ with respect to $\varepsilon$, leading to more dependable and precise solutions with fewer errors at the nodes. We presented two instances that illustrated the highest pointwise errors and convergence rates for different values of $\varepsilon$ and $N$. Finally, a comparison is made that demonstrates how post-processing techniques produce better, more accurate results. Future work could extend this method to handle problems with two parameters, PDE, and equations with a discontinuous source term with non-local boundary conditions.
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Table 4: Maximum point-wise errors and the corresponding order of convergence using before and after extrapolation for Example 5.2.

| $\varepsilon \downarrow$ | Extrapolation | Number of Mesh Intervals $N$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 64 | 128 | 256 | 512 | 1024 | 2048 |
| $2^{-1}$ | Before | $8.5088 \mathrm{e}-04$ | $4.3117 \mathrm{e}-04$ | $2.1703 \mathrm{e}-04$ | $1.0888 \mathrm{e}-04$ | $5.4531 \mathrm{e}-05$ | $2.7288 \mathrm{e}-05$ |
|  | After | 0.9623 | 0.9807 | 0.9903 | 0.9951 | 0.9975 |  |
|  |  | $2.659 \mathrm{e}-05$ | $6.737 \mathrm{e}-06$ | $1.6955 \mathrm{e}-06$ | $4.2531 \mathrm{e}-07$ | $1.0651 \mathrm{e}-07$ | $2.6649 \mathrm{e}-08$ |
|  |  | 1.9623 | 1.9807 | 1.9904 | 1.9952 | 1.9976 |  |
| $2^{-2}$ | Before | $1.2197 \mathrm{e}-03$ | $6.2376 \mathrm{e}-04$ | $3.1550 \mathrm{e}-04$ | $1.5866 \mathrm{e}-04$ | $7.9562 \mathrm{e}-05$ | $3.9839 \mathrm{e}-05$ |
|  |  | 0.9339 | 0.9674 | 0.9833 | 0.9916 | 0.9958 |  |
|  | After | $7.6231 \mathrm{e}-05$ | $4.9296 \mathrm{e}-06$ | $1.2396 \mathrm{e}-06$ | $3.1079 \mathrm{e}-07$ | $7.7810 \mathrm{e}-08$ | 7.9644e-08 |
|  |  | 1.9340 | 1.9675 | 1.9834 | 1.9916 | 1.9958 |  |
| $2^{-3}$ | Before | $1.3151 \mathrm{e}-03$ | $6.8261 \mathrm{e}-04$ | $3.4791 \mathrm{e}-04$ | $1.7565 \mathrm{e}-04$ | $8.8254 \mathrm{e}-05$ | $4.4235 \mathrm{e}-05$ |
|  |  | 0.8965 | 0.9459 | 0.9723 | 0.9860 | 0.9929 |  |
|  | After | $1.6438 \mathrm{e}-4$ | $4.2663 \mathrm{e}-05$ | $1.0872 \mathrm{e}-05$ | $2.7445 \mathrm{e}-06$ | $6.8948 \mathrm{e}-07$ | $1.7279 \mathrm{e}-07$ |
|  |  | 1.8966 | 1.946 | 1.9724 | 1.986 | 1.9929 |  |
| $2^{-4}$ | Before | $1.2331 \mathrm{e}-03$ | $6.6178 \mathrm{e}-04$ | $3.4338 \mathrm{e}-04$ | $1.7498 \mathrm{e}-04$ | $8.8334 \mathrm{e}-05$ | $4.4381 \mathrm{e}-05$ |
|  |  | 0.8122 | 0.8978 | 0.9465 | 0.9726 | 0.9861 |  |
|  | After | $3.2354 \mathrm{e}-4$ | $9.9752 \mathrm{e}-05$ | $2.9547 \mathrm{e}-05$ | $8.4965 \mathrm{e}-06$ | $2.3911 \mathrm{e}-06$ | $6.6248 \mathrm{e}-07$ |
|  |  | 1.6308 | 1.6975 | 1.7554 | 1.798 | 1.8292 |  |
| $2^{-5}$ | Before | $6.4174 \mathrm{e}-04$ | $3.9682 \mathrm{e}-04$ | $2.3530 \mathrm{e}-04$ | $1.3537 \mathrm{e}-04$ | $7.6197 \mathrm{e}-05$ | $4.2223 \mathrm{e}-05$ |
|  |  | 0.6735 | 0.8116 | 0.8975 | 0.9464 | 0.9725 |  |
|  | After | $3.2087 \mathrm{e}-4$ | $9.9206 \mathrm{e}-05$ | $2.9412 \mathrm{e}-05$ | 8.4603e-06 | $2.3811 \mathrm{e}-06$ | $6.5974 \mathrm{e}-07$ |
|  |  | 1.6173 | 1.6935 | 1.754 | 1.7976 | 1.8291 |  |
| $2^{-6}$ | Before | $8.6615 \mathrm{e}-04$ | $5.4320 \mathrm{e}-04$ | $3.0952 \mathrm{e}-04$ | $1.6616 \mathrm{e}-04$ | $8.6226 \mathrm{e}-05$ | $4.3942 \mathrm{e}-05$ |
|  |  | 0.5849 | 0.6731 | 0.8114 | 0.8975 | 0.9463 |  |
|  | After | $3.2354 \mathrm{e}-4$ | $9.9751 \mathrm{e}-05$ | $2.9548 \mathrm{e}-05$ | $8.4973 \mathrm{e}-06$ | $2.3914 \mathrm{e}-06$ | $6.6258 \mathrm{e}-07$ |
|  |  | 1.6250 | 1.6955 | 1.7545 | 1.7977 | 1.8291 |  |
| $E^{N}$ | Before | 1.3151e-03 | 6.8261e-04 | 3.4791e-04 | 1.7565e-04 | 8.8254e-05 | $4.4235 \mathrm{e}-05$ |
| $S^{N}$ |  | 0.9460 | 0.9723 | 0.9860 | 0.9930 | 0.9965 |  |
| $E_{\text {extp }}^{N}$ | After | $3.2354 \mathrm{e}-4$ | 9.9752e-05 | $2.9548 \mathrm{e}-05$ | $8.4973 \mathrm{e}-06$ | $2.3914 \mathrm{e}-06$ | $6.6258 \mathrm{e}-07$ |
| $S_{\text {extp }}^{N}$ |  | 1.6975 | 1.7553 | 1.7980 | 1.8291 | 1.8517 |  |
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