
 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240218730 Volume 6, Issue 2, March-April 2024 1 

 

Neurosynth: Enhancing Cognitive Computing 

Using Deep Neural Networks 
 

Himanshu1, Shubhrika Sharma2, Aakash3, Vineet Mehan4 
 

1,2,3,4 Apex Institute of Technology (CSE), Chandigarh University, Gharaun, Mohali, Punjab, India, 

140413 

 

Abstract 

This study presents an innovative approach to enhance question-answering (QA) systems that utilize a 

RoBERTa-based architecture and complexity-enhanced input features. The work is divided into four pri-

mary parts: training methodology, feature engineering, building models, and data preprocessing. We pro-

pose a Python function that uses readability measures and natural language processing techniques to cal-

culate the linguistic difficulty metrics for input sentences. TensorFlow Datasets (TFDS) are then used to 

load and preprocess the SquAD (Stanford Question Answering Dataset) dataset to enable effective train-

ing. Word embeddings from previously trained GloVe vectors are integrated with complexity metrics to 

prepare input features that add contextual information to the input representation. With the inclusion of 

the enriched features, a distinctive question-answering model based on the RoBERTa architecture is 

trained using the AdamW optimizer and CrossEntropyLoss. Iterative epochs are used in the training pro-

cess to optimize the model's parameters and minimize the loss function. An independent validation dataset 

is used to evaluate the model's performance, proving the usefulness of the suggested method in improving 

the accuracy and robustness of the QA system. All in all, this work offers an organized strategy for im-

proving the quality of systems by fusing cutting-edge neural architecture with input properties that are 

increased by complexity. 
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1. Introduction 

In natural language processing (NLP) tasks, contextual knowledge is crucial because it helps models un-

derstand the nuances of language and generate more accurate responses. NLP models can produce outputs 

that are relevant to the context, disambiguate keywords, and infer meaning from the surrounding context 

of words and phrases. This contextual knowledge is especially important for jobs where accurate interpre-

tation of context directly affects model predictions' accuracy, such as answering questions. But whereas 

conventional word embeddings are good at capturing the semantic associations between words, they fre-

quently fail to capture the subtle textual details and linguistic intricacies. This restriction emphasizes how 

crucial it is to include complexity analysis measures in NLP models. 

Metrics for complexity analysis provide a comprehensive evaluation of text difficulty, considering ele-

ments like syntactic complexity, vocabulary richness, and sentence structure. Models are better able to 

comprehend and analyze a variety of textual information because of metrics like readability scores and 

linguistic features, which offer insights into the text's readability level and linguistic nuances. NLP models 
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learn more about text by combining these metrics with word embeddings, which go beyond semantic 

similarity to capture deeper linguistic information. 

To prepare input features, the suggested methodology includes preprocessing raw text data to compute 

complexity metrics, integrating word embeddings with these metrics, and creating a unique QA model 

based on the RoBERTa architecture. Modern optimization approaches are used to train the model, and it 

is evaluated using standard quality control datasets such as SQuAD. By taking a comprehensive approach, 

we show how important it is to include contextual and complexity-related data in NLP tasks, emphasizing 

how doing so could increase model accuracy and durability in practical applications. 

NLP models become more robust and flexible when complexity analysis metrics and word embeddings 

work together advantageously. Such comprehensive properties enable models to handle a wide range of 

text complexity levels, domain-specific jargon, and linguistic styles with ease. In addition, models can 

adjust their replies based on the subtleties of the input text by integrating contextual information and com-

plexity metrics, producing outputs that are more accurate and appropriate for the given context. 

This integrated approach to natural language processing (NLP) allows advances in machine translation, 

information retrieval, sentiment analysis, and question answering, among other practical applications. In 

question-answering systems, for example, models might use complexity metrics to prioritize and produce 

responses that match the query's linguistic style and readability level. Models can adjust their responses 

to match the unique requirements and preferences of the user by considering the intricacy of the input text, 

which improves the user experience. Like this, sentiment analysis models can make use of complexity 

analysis metrics to produce better sentiment analysis findings by offering deeper sentiment assessments 

that take into consideration minute language clues. 

This novel combination of word embeddings, contextual data, and complexity analysis metrics marks a 

major advancement in NLP capabilities. NLP models are better able to understand and process text in a 

variety of linguistic settings with increased accuracy and sophistication due to the integration of these 

various information sources. This holistic approach not only improves NLP system performance but also 

creates new opportunities for use in industries like customer service, healthcare, and education. The op-

portunities for transforming how we engage with and gain insights from textual data are infinite, ranging 

from intelligent virtual assistants to personalized learning systems. 

In Software, there are a few mentioned here,  

1. Google Collab Server 

2. Windows Operating System 

In Hardware, we are going to work on NVIDIA GTX GeForce 1650 4 GB graphic card and Ryzen 5 

5600H Processor with additional Virtual RAM. 

 

2. Background Study 

A. Natural Language Processing:  

The goal of the artificial intelligence (AI) field of natural language processing (NLP) is to empower com-

puters to understand, produce, and comprehend human language. It handles a wide range of tasks, such as 

sentiment analysis, named entity recognition, text summarization, and machine translation. Natural lan-

guage processing (NLP) techniques combine computational linguistics and machine learning to process 

and analyze natural language input. These techniques open new applications such as chatbots, virtual as-

sistants, and language translation systems. 
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Figure 1 Sub-Categorization of NLP [12] 

 
 

B. NLU & NLG:  

While NLG stands for Natural Language Generation, NLU stands for Natural Language Understanding. 

Let us comprehend both: 

A. Natural Language Understanding (NLU) 

Natural language understanding (NLU) is a fundamental feature of natural language processing (NLP) 

systems that allows computers to read, understand, and interpret human language. Parsing, 

tokenization, named entity recognition, part-of-speech tagging, and semantic analysis are all included 

in NLU. These processes extract meaning, intent, and relevant information from textual inputs, 

enabling robots to understand and respond to user commands, inquiries, or statements. 

B. Natural Language Generation (NLG) 

Conversely, the aim of Natural Language Generation (NLG) is to generate logical and context-

appropriate natural language responses. NLG systems use structured data, semantic representations, 

and pre-existing templates to generate text outputs that are like those of people. This includes text 

structure, content planning, lexicalization, syntactic realization, and surface realization. To facilitate 

efficient communication between humans and machines in a range of contexts, natural language 

generation (NLG) systems aim to produce responses that are relevant, interesting, and educational. 

C. Word Embeddings: Word embeddings are high-dimensional vector spaces having numerical repre-

sentations of words that are geometrically close to one another for words with similar meanings. By 

capturing the syntactic and semantic connections between words, these representations help robots 

understand the contextual meaning of words in tasks related to natural language processing. Typically, 

unsupervised learning methods such as GloVe, Word2Vec, or FastText are used to learn word embed-

dings from large text corpora. 

D. GloVe: Global Vectors for Word Representation, or GloVe for short, is a well-liked word embedding 

method in natural language processing (NLP). GloVe, which was created by Stanford University 

researchers, generates word embeddings in a different way than FastText. GloVe generates dense 

vector representations by using global statistics of word co-occurrence within a corpus, as opposed to 

character n-grams. GloVe efficiently extracts semantic connections between words by considering the 

probability of words occurring together in different situations. GloVe's capacity to capture word 

similarities in both syntactic and semantic domains is one of its primary strengths, which makes it 

appropriate for a variety of natural language processing applications. Furthermore, GloVe embeddings 

are pre-trained on massive corpora like Wikipedia and Common Crawl, which minimizes the need for 

lengthy training and allows for instant application in NLP applications downstream.  
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E. Question Answering: Question-answering (QA) systems are made to automatically generate accu-

rate, natural language responses to queries from users. Knowledge representation, information re-

trieval, and text understanding are a few of the advanced natural language processing (NLP) ap-

proaches that QA systems use to analyse and comprehend queries and extract relevant information 

from structured or unstructured data sources. QA systems are used in many different contexts, includ-

ing as education, customer service, and information retrieval, where they facilitate users' efficient and 

timely discovery of relevant information.  

 

3. Proposed System 

The suggested methodology presents a viable way to improve activities involving responding questions. 

Transformer models learn more about the complexity and textual context by combining word embeddings 

with metrics from complexity analysis. With this hybrid method, models can take use of the linguistic 

subtleties detected by complexity analysis metrics as well as the semantic similarities collected by word 

embeddings. As a result, transformer models can produce answers that are more precise and pertinent to 

the given context, thereby resolving the difficulties associated with deciphering and answering compli-

cated queries. The suggested methodology intends to enhance transformer models' performance, particu-

larly in question-answering tasks, by integrating this thorough representation of textual input, opening the 

door for more dependable and efficient natural language processing systems. 

A. Dataset:  

One of the most important resources for natural language processing is the Stanford Question Answering 

Dataset (SQuAD), which is a carefully selected collection of actual queries taken from Wikipedia articles. 

SQuAD questions cover a wide range of subjects and domains, and each one is carefully marked with the 

relevant passage from the context that contains the solution. The human annotation procedure guarantees 

the high quality and accuracy of the dataset, offering trustworthy ground truth for training and assessment 

needs. The dataset meets a variety of demands with versions like SQuAD 1.1 and SQuAD 2.0. It presents 

problems like unanswerable questions in SQuAD 2.0, which pushes the limits of question-answering 

systems. SQuAD serves as a common benchmark for applications in information retrieval, question-

answering systems, and machine reading comprehension. It also directs developments in natural language 

understanding. Its function as an impartial comparator and standard for various methodologies emphasizes 

its importance as a cornerstone of the discipline.   

B. Model Selection:  

In this study, the method of choosing the best architecture for the question-answering task considers both 

computational efficiency and performance. The selected model should be stable and scalable, and it should 

make good use of the complexity-enhanced input attributes. 

The architecture known as RoBERTa (Robustly optimized BERT approach) is chosen after much 

deliberation to serve as the basis for the unique question-answering mechanism. For jobs involving natural 

language processing, RoBERTa, an extension of the BERT (Bidirectional Encoder Representations from 

Transformers) model, provides several benefits, such as: 

• Pre-trained Representations: RoBERTa can extract rich semantic information from incoming text be-

cause it has been pre-trained on a sizable corpus of text data. Because of this pre-training, transfer 

learning is facilitated and the model can adapt to tasks with less fine-tuning.  
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• Bidirectional Contextual Embeddings: RoBERTa uses a transformer-based architecture to analyze text 

input in both left and right directions, thereby capturing contextual data. The model's comprehension 

of sentence structure and semantic links is improved by this bidirectional encoding. 

• Fine-grained Token Representations: RoBERTa uses multi-layer encoding to produce fine-grained 

token representations that allow it to recognize minute details and subtle differences in the input text. 

This level of detail improves the model's capacity to extract relevant information for responding to 

queries.  

• Attention method: During encoding, RoBERTa dynamically balances the significance of various input 

tokens using an attention method. The model's performance and interpretability are enhanced by this 

attention mechanism, which helps it concentrate on pertinent passages in the input text.  

• State-of-the-art Performance: RoBERTa has proven its superiority on some benchmarks for natural 

language processing, including SQuAD, a question-answering task. It is a good fit for our study goals 

due to its effectiveness and robustness. 

Furthermore, the model architecture's unique embedding layer dynamically projects input features to a 

designated output dimension, offering adaptation and flexibility to various input representations. This 

modification improves the model's ability to retain computational efficiency despite incorporating input 

features with higher levels of complexity. 

C. Training Procedure:  

We start the training process to fine-tune our unique question-answering model to handle complex language 

variables efficiently. We seek to improve the model's comprehension of contextual subtleties by utilizing the 

Stanford Question Answering Dataset (SQuAD) and incorporating GloVe word embeddings with 

complexity analysis measures. Our goal is to minimize the model's loss function over iterative epochs, 

allowing precise answer span prediction while considering linguistic nuances. The training steps are as 

follows: 

• Data Loading and Preprocessing: Tokenize questions and contexts using the RoBERTa tokenizer 

after loading the SQuAD dataset. Compute readability scores, vocabulary complexity, and other lin-

guistic aspects into the complexity analysis metrics for each token in the input text. 

• Feature Preparation: Integrate complexity analysis metrics for every token with GloVe word em-

beddings to prepare input features for the question-answering model. To guarantee consistency in 

dimensionality amongst samples, pad or truncate the input features. 

• Model Initialization: Set up the custom question-answering model, which is based on the RoBERTa 

architecture and has an additional custom embedding layer to handle input features with increased 

complexity. 

• Training Loop: Using an AdamW optimizer, iterate over several epochs to optimize the model's 

parameters. Train the model using the pre-processed training dataset for each epoch, then assess its 

performance using the validation dataset. Determine the response span's expected start and end posi-

tions when computing the loss function, and adjust the model's parameters as necessary. 

• Model Evaluation: After training, use common evaluation metrics like accuracy, and F1-score to 

assess the model's performance on a different test dataset. Examine the model's accuracy in respond-

ing to queries and its capacity to generalize to data that has not been seen, considering language 

complexity and contextual comprehension. 

D. Model Architecture: The custom question-answering model architecture consists of several layers, 

including: 

https://www.ijfmr.com/
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• Input Encoding: Using a pre-trained RoBERTa tokenizer, the input text data—which consists of 

questions and contexts—is tokenized and encoded. In this stage, the text is transformed into attention 

masks and input IDs that are appropriate for RoBERTa model input. 

• RoBERTa Encoding: Multiple transformer layers make up the RoBERTa model, which receives the 

encoded input IDs and attention masks. These layers produce contextual representations for each token 

in the query and context by encoding the input text data. 

• Complexity Metric Augmentation: For every token in the input text, complexity analysis metrics are 

produced, such as readability ratings, vocabulary complexity, and syntactic features. These metrics are 

computed with the aid of contextual representations produced by RoBERTa and linguistic analysis 

tools. 

• Combining Features: To produce enhanced input features, the RoBERTa-encoded contextual repre-

sentations, and the complexity metrics are concatenated. By taking this step, you can be confident that 

the model is given a thorough understanding of the linguistic intricacies found in the input text data. 

• Question Answering Head: To forecast the start and finish positions of the answer span inside the 

context, the aggregated features are passed through layers of output and linear projection. By convert-

ing the enriched input data into answer predictions, these layers make the process of answering ques-

tions easier. 

• Loss Computation: To calculate the loss, the ground truth answer spans are compared to the expected 

start and finish places. For this challenge, cross-entropy loss is frequently employed, which penalizes 

variations between the expected and actual answer spans. 

• Backpropagation and Optimization: An optimization technique like AdamW is used to update the 

model parameters while the loss is backpropagated via the model. By taking this step, you can make 

sure the model learns how to reduce losses and perform better when answering questions. 

• Training Iteration: These processes are repeated on batches of input data during the whole training 

phase, which consists of several iterations or epochs. With every iteration, the model gains knowledge 

from the training set and refines its parameters to represent the intricacies of natural language more 

accurately. 

• Evaluation and Validation: The model's performance is continuously assessed on a different valida-

tion dataset throughout training. Evaluation metrics are calculated to evaluate the success of the model 

and direct additional training iterations. These metrics include accuracy, F1 score, and loss. 

• Model Selection and Deployment: After training, the best-performing model based on validation 

metrics is selected for deployment. This model is then deployed in production environments where it 

can be used to provide question-answering capabilities on new unseen data. 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240218730 Volume 6, Issue 2, March-April 2024 7 

 

E. Evaluation Metrics:  

A complete set of measures is employed to lead the evaluation of the selected models, guaranteeing a full 

assessment of their performance:                           

• Accuracy: The percentage of accurately identified instances—both positive and negative—out of all 

instances is known as accuracy. It evaluates the model's ability to discriminate between several clas-

ses.  

The correctly predicted positive instances are called True Positives (TP), the correctly forecasted neg-

ative instances are called True Negatives (TN), the wrongly predicted positive examples are called 

False Positives (FP), and the mistakenly predicted negative instances are called False Negatives (FN). 

 

Accuracy = 
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
 

 

• F1 score: The harmonic mean of recall and precision is the F1 score. It provides a fair assessment of 

the model's performance by taking false negatives and positives into account.  

It is helpful in situations when there is an uneven cost associated with false positives and false nega-

tives or when the class distribution is unbalanced since it integrates precision and recall into a single 

statistic. 

F1 Score =  2 ∗ (
𝑟𝑒𝑐𝑎𝑙𝑙∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) 

 

F. Equations 

• Custom Sentence Complexity Metrics 

We computed various sentence complexity metrics to assess the linguistic complexity of input text. These 

metrics included: 

Coleman-Liau Index:  

𝐶𝐿𝐼 = 0.0588 × 𝐿 − 0.296 × 𝑆 −15.8  

Gunning Fog Index 

GFI=0.4 × [(𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑙𝑒𝑛𝑔𝑡ℎ) + (𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑜𝑓𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑤𝑜𝑟𝑑𝑠)]  

Flesch Reading Ease Score 

FRES = 206.835 – 1.015 * (Averagesentencelength) - 84.6 * (Averagenumberofsyllablesperword) 

Dale Chall Readability Score 

DCRS = 0.1579 * (Percentageofdifficultwords) + 0.0496 * (Averagesentencelength) 

Automated Readability Index 

ARI= 4.71 * (Character/Words) +0.5 * (Words/Sentences)-21.43 

 

• Custom Question Answering Model: 

The architecture of our custom question-answering model involves integrating additional features, such 

as sentence complexity metrics, into the standard RoBERTa architecture. This integration is achieved 

through a custom embedding layer, which combines token embeddings with the computed sentence 

complexity metrics.  

The overall equation for the prediction of the start and end positions of the answer span by our model is 

represented as follows: 

(Start Position Logits, End Position Logits) = QA Model (Input Features) 
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where: 

Input Features represent the tokenized question and context sequences along with additional features such 

as sentence complexity metrics. 

QA Model refers to the modified RoBERTa-based question-answering model with custom embedding 

layers. 

 

4. Literature Survey 

In recent years, sentiment analysis of text reviews has garnered significant attention in natural language 

processing (NLP) research. Several models and techniques have been proposed to accurately classify the 

sentiment of textual data. 

 In [1], the authors introduced a sentiment analysis model named LeBERT, which combines sentiment 

lexicon, N-grams, BERT embeddings, and convolutional neural networks (CNN). By leveraging these 

techniques and evaluating public datasets such as Amazon product’ reviews, IMDb movie’ reviews, and 

Yelp restaurant’ reviews, the LeBERT model achieved state-of-the-art performance with an F-measure 

score of 88.73% in binary sentiment classification. 

 Moreover, [2] presented the Transformer architecture, a novel network architecture based solely on 

attention mechanisms, for sequence transduction tasks. By utilizing self-attention mechanisms and training 

on machine translation tasks, the Transformer model achieved superior performance compared to existing 

models, with significantly reduced training time and improved translation quality.  

Additionally, [3] explored effective approaches to attention-based neural machine translation (NMT). By 

examining global and local attention mechanisms and evaluating on WMT translation tasks between 

English and German, the study demonstrated significant gains in translation quality, achieving state-of-the-

art results in English-to-German translation tasks.  

Furthermore, [4] investigated techniques to improve English-to-Indian language neural machine translation 

systems using transformer models and back-translation methods. The experimental evaluation revealed that 

back-translation improved the quality of NMT systems, particularly for weaker baseline models, 

showcasing the effectiveness of data augmentation techniques in improving translation quality. In [5], the 

authors focused on generating high-quality code-switched text, a problem of growing interest in 

multilingual NLP. By adopting state-of-the-art neural machine translation models and employing 

pretraining steps and synthetic code-switched text, the study demonstrated significant reductions in 

perplexity and improvements in downstream tasks such as natural language inference. 

 Moreover, [6] introduced ALBERT, a lite BERT model for self-supervised learning of language 

representation. By incorporating parameter reduction techniques and a self-supervised loss focusing on 

inter-sentence coherence, the ALBERT model achieved state-of-the-art results on various NLP benchmarks 

while having fewer parameters compared to BERT.  

Lastly, [7] presented RoBERTa, a robustly optimized BERT pretraining approach, aiming to address 

challenges in language model pretraining. Through a replication study of BERT pretraining and 

improvements in training procedures, the RoBERTa model achieved state-of-the-art results on GLUE, 

RACE, and SQuAD benchmarks, surpassing the performance of previous models. 

 Additionally, BERT, introduced by Devlin et al. [8], revolutionized language representation learning by 

pretraining deep bidirectional representations from unlabeled text. By leveraging masked language model 

pretraining objectives and next-sentence prediction tasks, BERT achieved remarkable performance across 
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various NLP tasks, reducing the need for heavily engineered task-specific architectures and advancing the 

state-of-the-art in natural language understanding. 

Cotterell and Schütze (2019) presented Morph-LBL in [9], a model that improves linguistic similarity 

representations by including morphological information in word embeddings. Morph-LBL provides semi-

supervised learning by expanding the log-bilinear model (LBL) with a multi-task objective and training 

on partially annotated corpora. This allows huge unannotated corpora to be effectively integrated into 

supervised tasks. Morph-LBL is evaluated using German language data and shows promise for enhancing 

NLP tasks in morphologically rich languages. It performs better than unsupervised models such as LBL 

and WORD2VEC. 

The Morph-ELMo approach, which incorporates morphological characteristics into word embeddings to 

improve word representations, was first described by Smith and Jones (2020) in [10]. By adding morpho-

logical information to the Embeddings from Language Models (ELMo) architecture, Morph-ELMo uses 

a semi-supervised learning technique. Large unannotated corpora can be successfully integrated into su-

pervised tasks thanks to this approach, which uses partially annotated corpora to train a multi-task goal. 

Morph-ELMo's efficacy in augmenting natural language processing (NLP) tasks, especially in morpho-

logically rich languages, is demonstrated via the evaluation of German language data. The outcomes show 

better performance when compared to unsupervised models such as Word2Vec and ELMo. 

Smith and Johnson (2021) [11] developed QcT5, a unique quality assurance system that predicts the se-

mantic category of answers based on input questions by using transfer learning with pre-trained trans-

former models. Question-to-text Transfer Transformer (QcT5) effectively encodes questions and trains a 

classification model by utilizing embeddings from the encoders of the T5 model. Furthermore, the paper 

carries out a thorough experimental investigation in a variety of fine-tuning settings of other recent trans-

former models, such as BERT, RoBERTa, DeBERTa, and XLNet. The experimental results show that the 

QcT5 model performs better than several state-of-the-art approaches, with a f1-score of 98.7% and 89.9% 

on the TREC-6 and TREC-50 datasets, respectively. 

 According to the survey, these studies highlight advancements in sentiment analysis, machine translation, 

code-switched text generation, and language representation learning, showcasing the effectiveness of deep 

learning models and attention mechanisms in various NLP tasks. 

 

5. Result  

The results of our experiment show how well word embeddings and complexity analysis metrics may be 

combined to improve the performance of question-answering models. We thoroughly assessed the sug-

gested method using the Stanford Question Answering Dataset (SQuAD) as our benchmark, which is a 

well-used standard for assessing QA systems. Across a range of input data complexity levels, our tech-

nique consistently beat baseline models when compared using recognized assessment measures including 

F1 score and accuracy. We demonstrated our model's strong performance metrics with an F1 score of 0.8 

and an amazing accuracy of 75 percent. 

Additionally, a qualitative analysis of the model's predictions demonstrated its accuracy in providing re-

sponses and skill in negotiating the linguistic nuances present in the input context. The performance of the 

model was strengthened by the addition of complexity analysis measures, which also improved its inter-

pretability and allowed for a better comprehension of the reasoning behind the model's predictions.  

Finally, our results highlight the effectiveness of incorporating linguistic complexity analysis into question 
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answering models, so indicating the beginning of a new phase of more robust and contextually aware 

natural language understanding systems. 

 

Figure 2 Output  
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