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Abstract 

In competitive electricity markets, accurate price forecasting is required to both power producers and 

consumers for planning their bidding strategies in order to maximize their own benefits. Price 

classification is an alternative approach to fore casting where the exact values of future prices are not 

mandatory. Presently, two efficient algorithms are proposed for both short term price forecasting (STPF) 

and classification (STPC) purposes. The algorithms include various methodologies like wavelet trans form 

(WT), fuzzy adaptive particle swarm optimization (FA-PSO) and feed forward neural networks (FFNN). 

WT is utilized to con vert the pathetic price series to an inviolable price series without losing the originality 

in the signal. Standard PSO (C) is implemented to tune the fixed architecture FFNN weights and biases. 

In the present nonlinear problem, linear variation of inertia weight does not resemble exact search process. 

Hence, dynamic inertia weight is accomplished by implementing the fuzzy systems in the 

GRADIENTBOOSTINGREGRESSOR approach. The hybrid methodology is implemented on Spanish 

electricity markets for the year 2002. To validate, three types of price classes and historical price series 

that are utilized by many researches as input features, are considered. Various statistical indicators are 

evaluated to compare and validate the proposed approaches with the past approaches available in the 

literature survey.  

 

Index Terms: Forecasting, Fuzzy Systems, Neural Networks (NN), Particle Swarm Optimization (PSO), 

Wavelet Transform (WT).  

 

INTRODUCTION 

In the electric power sector, deregulatory policies are crucial, with the primary goal being to boost 

efficiency through competition. There are two main ways to trade electricity in this new environment: 

pool-based markets and bilateral contracts. Power providers offer the generating volumes and 

corresponding prices in pool markets, while consuming corporations give the demand requirements and 

corresponding prices. To clear the biddings, the independent system operator employs a market clearing 

algorithm based on single round disposals.[1].  If both the power producer and consumer businesses have 

a good forecast of a day ahead market clearing prices (MCPs) and volumes, they can build a plan to 

maximise their respective utilities utilising the electricity transacted in pool-based markets.[2].  

Many researchers and academics are involved in the development of load and pricing forecasting systems. 

Recent literatures show significant advancements in load forecasting systems, with mean absolute 

percentage error (MAPE) less than 3%[3],[4],[5]. However, the price predicting algorithms that are being 

used are still in their early phases of maturation. Midterm price predictions (MTPF) and short-term price 

forecasting (STPF) are two forms of forecasts that are described as several days ahead prediction and a 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240319133 Volume 6, Issue 3, May-June 2024 2 

 

day ahead prediction, respectively.[6] Many researchers have devised numerous algorithms for MTPF. 

[7]For example, Xing et al.pro posed several models based on multiple support vector machine (SVM)[8]. 

(ARMAX)[9]and SVM and ARMAX. In order to effectively estimate the future MCP, the MTPF model 

must be designed with sufficient flexibility to handle the sampled data during the training phase. Over the 

years, various researchers have worked to address STPF-related concerns.  

STPF focuses primarily on time series, econometric, and artificial intelligence (AI) models. Future price 

series are intrinsically nonlinear and may not be effectively captured by time series models due to their 

linear properties. [10]. In general, MTPF model must have well-built flexibility to handle the sampled data 

in the training phase in order to forecast the future MCP accurately. Over the years, several researchers 

have attempted the issues related STPF. In STPF, models based on time series, econometrics, and artificial 

intelligence (AI) are mainly focused. Future price series are inherently nonlinear and may not be captured 

accurately by the time series models due to their linear characteristics[11]. The market price growth and 

strategic behavior of the market participants have been studied in econometric based models. It is based 

on equilibrium and simulation analysis, which are based on economic theories such as classical Nash 

equilibrium .It is well suited for medium and long term time periods but may not be suitable for short term 

due to the exponential rising level of computational complexity[12].Support vector regression (SVR) and 

empirical mode decomposition (EMD) depend on input data mining that extracts the nonlinear data 

patterns. A step ahead price forecasting using feed forward neural network (FFNN) and autoregressive 

fractionally integrated moving average (ARFIMA) models was proposed in[13]. In general, AI techniques 

are classified into hard and soft computing techniques that are employed for predicting the STPF. The hard 

computing techniques like, WT-ARIMA models[14]. hybrid models based on WT, ARIMA and radial 

basis function neural networks (RBFN)[15]. integrated model based on WT, ARIMA, LSSVM and 

PSO[16].  and Nonparametric regression estimation methods are used to forecast future price series[17]. 

Computational costs for the hard computing techniques are very high and, also need more information 

regarding the past series, which are the main drawbacks[18].  

Soft computing techniques include algorithms like neuralnet works (NN)[19] fuzzy neural networks 

(FNN)[20] hybrid intelligent method based on the WT and a hybrid of NN and fuzzy logic (WNF) 

technique and combination of WT, PSO and adaptive-network-based fuzzy inference system (ANFIS) 

(WPA) techniques[21]  

The historical price series that are available in public domain are used for input–output mapping; thus, 

modelling of system is not necessary. Hence, if precise input data are considered, the soft computing 

techniques could perform more accurately than the hard computing techniques, which will overcome main 

drawbacks of hard computing techniques[11].  

The historical prices and load values mostly influence the future electricity prices more than many other 

factors. How ever, the ANN models have received the largest share of attention compared to the other 

models. ANN models have shown improvement in forecast accuracy related to the other well-specified 

models. Feature preprocessing technique in fore casting model also influences the forecasting accuracy 

significantly. Especially, an ANN combined with pre-processed input feature data will achieve better 

prediction accuracy[22] Recent literature reveals that the combination of wavelets with ANN have resulted 

in good prediction results in various fields like high impedance faults detection[23]water quality 

prediction[24] detecting various winding faults in windmill generators[25]. Dynamic natured NN are 

frequently utilized in very large-scale integrated circuits. Also, very recent research shows the application 

L∞ analysis for the single and inter connected NN with time varying delay [26]and[27]It is also 
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apprehended from the past literature that the method ologies are developed to predict the precise value of 

electricity prices of the future hours using the present or past price series[28]  

In many of the real world applications, the exact value of prices is not required but the class or level of the 

price is required. This converts the price forecasting problem to a classification problem in which the class 

of future prices of interest[22]. In many of the real world applications, the exact value of prices is not 

required but the class or level of the price is required. This converts the price forecasting problem to a 

classification problem in which the class of future prices of interest of electricity prices using FFNN 

,generalized regression neuralnet works (GRNN), and cascade forward neural network (CFNN)[11].and 

discrete cosine transformed (DCT)-based NN[22]. Also, the stability analysis for the NN for both 

forecasting and classification purposes is proposed in[29] and [30].  

In this, several required conditions are examined for both asymptotically and robustly stochastically stable 

systems. In light of this, this work offers a hybrid methodology consisting of WT, fuzzy adaptive particle 

swarm optimisation (FA-PSO), and FFNN for forecasting and classification in Spanish power markets. 

WT is used to penalise irregular input data to FFNNs, while the GRADIENT BOOSTING REGRESSOR 

method is used to tune FFNN weights and biases. Furthermore, the dynamic character of inertia weight is 

substituted in place of conventional inertia weight in the GRADIENT BOOSTING REGRESSOR 

algorithm to provide an exact nonlinear search. space, which is a significant new contribution to the 

subject. Furthermore, this document is structured as follows. Section II describes the mathematical 

modelling of several approaches used in price forecasting and classification. Section III outlines the 

procedures involved in implementing the proposed approaches, whereas Section IV describes the control 

settings for the proposed approaches. Section V illustrates the input data relevant to the current challenge. 

Section VI displays the results and the debates that accompany them  

  

Methodology Gradient Boost Regressor Histogram-based gradient boosting classification machine 

(HGBCM)  

HGBCM is an integration of a gradient boosting machine and a histogram-based algorithm for the 

construction of a classification tree structure. Gradient boosting refers to an ensemble of machine learning 

models relying on decision trees (classification trees for pattern categorization problems and regression 

trees for function approximation problems) as base learners[31][32][33][34] A subsequent tree in an 

ensemble is dependent on its predecessors (refer to Fig. (1) It is because the latter tree aims at reducing 

misclassified cases committed by the former. By this mechanism, the loss function which indicates the 

misclassification rate of the whole ensemble is gradually decreased during the model training phase. 

Notably, gradient boosting achieves a global convergence by following the direction of the negative 

gradient[35][33][36].After the training phase, a powerful committee based on relatively a weak base 

classifier can be formed[37]  

Finally, the prediction outcomes of novel data samples are obtained via a summation of the results 

computed from all individual decision trees.  

Let {𝑋; , 𝑡; }𝑒−1
 represent the collected dataset. Categorical cross entropy 𝐿𝑂 is the loss function 

appropriate for multi-label classification. Let ℎ(𝓍)denote a base learner where 𝓍; is the 𝒾𝑡ℎ data instance 

and 𝑡; is the ground true label associated with 𝑥;.The initial prediction result of the model is given by[33]  

𝐹0(𝑋) = 𝑎𝑟𝑔𝑚𝑖𝑛 𝐿𝑁𝑣𝑖=0
=1𝐿(𝑡; , 𝐽)                                                         

where  𝑁𝑣 denotes the number of data instances; /𝐽 is the parameter of initial model weight.  
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CN−1 

L =  ti log( )yi                                                                                                                          (1)  

K−0 where 𝐶𝑁 denotes the number of class labels; 𝑡𝑖, is the ground truth label. y, is the predicted output  

At iteration 𝔪(𝑚 = 0,1, . . . . 𝑀with M being the maximum number of iterations), the gradient direction 

of classification error can be obtained as follows:  
𝑦𝑖𝑚

 = − [𝜕𝐿 (
𝜕𝐹𝑦𝑖

.
(
𝐹𝑥

(𝑖𝑥)
𝑖))]𝐹(𝑥)−𝐹𝑚−1(𝑥)                                                                                                           

(2)  

A decision tree is employed to fit the data in the training set. Based on the least square algorithm, the 

parameter a of the model is attained and the base model h() is fitted as follows  

𝒶𝑚 = 𝑎𝑟𝑔𝑚𝑖𝑛  𝛽 × ℎ(𝑥𝑖,𝑎𝑚)]                                                                                                     

(3)  

The model weight parameter is updated as follows:  

ND−1 

 m = argmin  L y F( i, m−1( )x + h x a( j, m))                                                                              (4)                                  

i=0 

The whole committee is updated as follows:   

F xm ( )=Fm−1 (x)+ m 
h x a( i,m )                                                                                                              (5)  

Additionally, the histogram-based algorithm  is an effective method for gradient boosting based model 

training. With this algorithm, the ranges of continuous features used by decision trees are discretized into 

small bins. As suggested by Hossain and Deb [38], the number of bins can be set to be 255. These bins are 

subsequently employed to construct histograms representing the distribution of features values, Basic 

statistics, including the number of data instances and the sum of gradients in each bin, can be computed. 

Based on these indices, the optimal split points used for training the base learners can be determined. The 

histogram-based algorithm can significantly reduce the computational cost because the training phase of 

a decision tree does not require the scanning of the whole ranges of features for split point assessment[39]. 

Furthermore, the histogram-based algorithm can also help to achieve better generalization because the 

learning phase is less susceptible to noise[40]. Due to such advantages in both computation efficiency and 
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learning performance, the histogram-based algorithm is used in this study for the construction of the 

classification tree structure.  

  

Support Vector Machine   

The SVM, which is a supervised machine learning algorithm was introduced by Vapnik in 1995 to solve 

classification and regression problems[41].The SVM is one of the supervised learning models that 

investigate data and identifies data samples used for classification. An SVM training algorithm constructs 

a model that labels a new data set into one class. Assuming that road accident prediction is a regression 

problem 𝑋, fatal accidents(𝑥1),severe accident(𝑥2),minor accidents(𝑥3) and property damage accidents 

(𝑥4)are considered as input (predictors) for SVM. This was done in order to understand how the response 

𝑋 depends simultaneously on the predictors in our context assumed to be(𝑥1), (𝑥2), (𝑥3)𝑎𝑛𝑑(𝑥4). Given the 

training data consisting of the input matrix 𝑋 = [𝑥1,𝑥2, . . . . , 𝑥𝑛] and an output vector 𝑌 = [𝑦1,𝑦2, . . . . , 

𝑦𝑛]the SVM construct an optimized linear regression through mapping the input vector 𝑥. SVM in machine 

learning approaches includes a set of learning methods and shows better results [42]and [43]. SVM 

performs linear and nonlinear classification. SVM supports linear and nonlinear regression applications 

[44].  

 

Random Forests  

The RF, first introduced in is also a powerful decision tree ensemble that can be used for various pattern 

classification tasks in civil engineering[45],[46]. The RF model employs a set of classification trees as 

base learners. This method relies on bagging (also called bootstrap aggregating) and random subspace 

sampling to construct a committee. Accordingly, the final class label of each data instance is determined 

via a majority vote[47]. Let {𝑋, 𝐷 denote a set of training data where 𝑋 = 𝑥0,𝑥1,. . . 𝑥𝑛−1and 𝑇 = 𝑡0,𝑡1,. . . 

𝑡𝑛−1Let ℎ(𝓍) represent a classification tree. For each individual tree ℎ(𝓍), the model selects a random 

sample with replacement of the collected training data and uses such sampled data to train ℎ(𝓍). This 

procedure aims at achieving better model performance because it is able to reduce the model variance 

without inflating the model bias. Besides sample bagging, RF also employs the mechanism of feature 

bagging. This means that a subset of features is used to train ℎ(𝓍). This process is for reducing the 

correlation of the base learners in the whole committee. Usually, for pattern classification tasks, The 

number of  features selected by an individual ℎ(𝓍) is √𝐷where 𝐷 is the total number of available 

features[37].  
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 RESULTS AND DISCUSSIONS   

Table-(1) 

Various data sets used for training and testing the Indian electricity markets: 

TRAINING  13/9/2023 TO 5/12/2023 

TESTING  6/12/2023TO 12/12/2023  

Price Forecasting for Indian Electricity Markets.   

The proposed approaches are implemented on Indian electricity market to forecast the electricity prices 

for the year 2023.  

The price forecasting results that are obtained by using deep learning and tabulated in table II. The results 

of interest are bold faced from the results, it is cleared that gradient boost regressor is good enough to 

predict the Indian electricity markets for the considered week.   

  

                                                                     Table-(2)      

Forecasting results of Indian electricity markets using training on RMSE and testing on RMSE 

Method  Training on RMSE  Testing ON RMSE  

Baseline   0.08  0.07  

Linear Regression  0.26  0.23  

Lasso                                  0.08  0.07  

Ridge    0.26  0.23  

Elastic Net  0.03  0.07  

Random Forest Regressor  0.05  0.07  

Gradient Boosting Regressor  0.01  0.07  

Extra Trees Regressor  0.08  0.08  

Linear Svr  0.08  0.08  

The RMSE ranges between 0.08 and 0.26 which show a middling prediction accuracy of the RMSE 

approach. It is observed that the results obtained using Deep learning are more accurate with each other 

than the previous references with least errors seen in the graph 1.  

Root mean square error (RMSE) is a standard way to measure the error of a model in predicting 

quantitative data.  

However to achieve more refined result with greater accuracy, gradient boost regressor method is used in 

the deep learning which helps us to decrease the bias error.  

Gradient Boosting for regression. This estimator builds an additive model in a forward stage-wise fashion, 

it allows for the optimization of arbitrary differentiable loss functions. In each stage a regression tree is fit 

on the negative gradient of the given loss function.  

Here on the table the training time has 84 days with  baseline of 0.08 RMSE and linear regression of 0.26 

RMSE and gradient boost regression of 0.01 RMSE and linear Svr of 0.08 RMSE and some more values 

less than “1”.  

After that on the testing time has 7 days and the test data RMSE’s are with baseline of 0.07 RMSE, linear 

regression of 0.23 RMSE and gradient boost regression of 0.07 RMSE and linear Svr of 0.08 RMSE and 

the values are nearly equal to the 84 days of training time.  

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240319133 Volume 6, Issue 3, May-June 2024 7 

 

The RSME obtained for 84 days (i.e:2,016 hours) is equal to the RSME of testing time of 7 days  (i.e;168 

hours) where the errors are less than one so the deep learning method is considered as the best method to 

forecast the market pooling than FFNN and MAPE.   
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