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ABSTRACT   

Breast cancer is one of the worst cancer diseases in the world which affects a very large number of people. 

Detecting and diagnosing this disease early is vital, since it is crucial for the survival of the patient. The 

main objective of this study is to investigate the different technologies that are used for identifying and 

diagnosing breast cancers. Furthermore, it explores different machine learning approaches, computer-

aided detection systems (CAD) and common medical treatments used to diagnose and treat these fatal 

diseases on a higher level. Also, there is a difference between commercial software and tools that are used 

for identifying and assessing all stages of breast cancer against tools and software that are provided by 

nonprofit organizations. The conclusion of this report is that there is no method or standardized procedure 

to identify and diagnose breast cancer using all technologies. 
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1. INTRODUCTION  

Next to lung cancer as the most fata disease, breast cancer is the most dangerous disease for a women all 

over the world. Based on the reports from WHO, this disease becomes the first widely occurring cancer, 

among women, worldwide. It is also the main cause for highest death (15%) among all types of cancer, 

distinctively, in women. This trend can be reviewed in Malaysia, as well. According to the Malaysian 

Cancer Society, it is the number one cancer that brings death to women (around 25% of the total number), 

in addition it is the commonest cancer among women. Based on the calculation, among 100 women in 

Malaysia, now, about 5 will have breast cancer. Meanwhile, for those women, living in Europe and US, 

the chance contract their breast cancer, is around 12.5%. Sample ’s add to them problem, these women 

with breast cancer in Malaysia often come to hospital very late, unlike women in developed countries, so 

much emphasizes the need of early detection and diagnosis. While breast cancer although has some 

features of symptoms, but sometimes there is no noticeable symptoms, only by regular breast  cancer 

screening for early discovery. Early  diagnosis is critical in helping to ensure the best hope for survival, 

and diagnosis, the more likely the progression of a tumor and the more problems getting it under control. 

Much research has shown that starting therapy within three months of the onset of the first symptoms 

means survival is better than if therapy is delayed. For example, a systematic review by Prof MA Richards 

and colleagues found compelling evidence for improved survival if therapy is started within three months 

of the onset of symptoms, compared with delayed initiation. Realizing the need to such advancements 

specially in arena of machine learning, this paper provides an overview on the mechanism and 
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functionalities of machine learning techniques, so as to carry out breast cancer detection earlier. The 

intelligence mechanism of the human beings can be deployed using Artificial Intelligence (AI) 

applications which in turn has power integrated with Machine Learning (ML) methods to predict and aid 

in early detection and to take sound decision of Breast cancer detection and diagnosis. 

 

2. LITERATURE REVIEW  

1. In this section, some of the related works previously done on breast cancer diagnosis by researchers 

using different machine learning approaches are discussed.   

2. An article on early detection of breast cancer through to the utilization of SVM classifier technique 

was presented by Y.Iraneus Anna Rejani and Dr.S.Thamarai selvi [12] 2009. In this piece, authors have 

shown how tumors can be identified from mammograms. For this purpose they specified an algorithm 

for tumor detection; their proposed method involves using mammograms images that have been 

filtered using Gaussian filter with standard deviation based on matrix dimensions like number of rows 

or columns. 

3. Muhammet Fatih Ak [9] used the dataset of Dr. William H. Walberg from the University of Wisconsin 

Hospital. In this data set, visualization and machine learning techniques were applied such as logistic 

regression, k-nearest neighbors, support vector machine, naïve Bayes, decision tree, random forest and 

rotation forest. R, Minitab and Python were selected for these machine learning techniques and 

visualization. All the methods have been compared with each other in a comparative analysis. The 

highest classification accuracy (98.1%) was obtained with the logistic regression model with all 

features included in our results; also, it has been shown that there is improvement on accurate 

performance based on our approach. 

4. Muhammet Fatih Ak "A Comparative Analysis of Breast Cancer Detection and Diagnosis Using Data 

Visualization and Machine Learning Applications" (2020). 

5. A comparative analysis was conducted by Dana Bazazeh and Raed Shubair [1] on three machine 

learning techniques: Support Vector Machine (SVM), Random Forest (RF), and Bayesian Networks 

(BN). For the training set, they employed the Wisconsin original breast cancer dataset. Based on 

selected methods, classification performance is proven to differ in simulation results. It has been shown 

that SVMs are the most accurate about sensitivity but also specificity as well as precision too while 

RFs have highest probability of correct tumor classification. 

6. For classifying the Diabetic disease dataset, Ou et al. [4] compared naïve Bayes, decision tree and 

random tree to identify which among these algorithms achieve better results. It was revealed by this 

research that the most appropriate classifier is naïve Bayes with 76.3% accuracy rate. 

7. To discover the optimal approach for breast cancer predictions, Wang et al. [6] performed data mining 

techniques on multiple records. They employed support vector machine (SVM), artificial neural 

network (ANN), naïve Bayes classifier as well as AdaBoost Tree. 

8. Williams et al. [9] made studies about risk prediction on breast cancer by using data mining 

classification techniques. In Nigeria, breast cancer is the most widespread form of cancer among 

women. There are few facilities that can predict this type of disease early enough to help. For that 

reason, they required a more effective approach to anticipate it as indicated by Health 2020;8(2):111-

123. Two data mining methods used were naïve Bayes and J48 decision trees. 
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3. PROPOSED WORK  

DATA SET  

From Kaggle, the data used in conducting these various experiments was obtained. In total, this dataset 

consists of eleven directories corresponding to attributes like diagnosis, radius_mean, texture_mean, 

area_mean etc. This dataset has a total of 7,858 instances which are distributed in these eleven 

magnification columns. Each magnification directory consists of two folders representing tumours 

which are Benign and Malignant.   

 
 

PREPROCESSING   
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Feature Selection   

The importance of feature selection is inevitable in machi ne learning models. It clarifies information and 

reduces the complexity of information. It also reduces the data size, makes it easier to train the model and 

shortens the training time. It prevents data from overfitting. Choosing the best feature subset from all 

features can improve accuracy. Some options include wrapping method, filter method, and e mbedding 

method.  

Recursive Feature Elimination (RFE)  

The algorithm is referred to as a wrapper feature selection algorithm. It provides and uses multiple machine 

learning algorithms wrapped by RFE at the root of the path for selecting features. It works in such a way 

that each feature is scored by the filter, which selects the feature with the largest score (or smallest). 

Technically speaking, internally RFE uses filter based feature selection as well as being a wrapper feature 

selection algorithm. What happens is starting with all features in the training data; it looks for a specific 

subset and then removes features until n number desired is achieved. On top of model overlaying machine 

learning algorithms rank most important features, discard most important ones and retune model. This 

process continues until storage of several features takes place. 

Segmentation   

The image is divided into blocks of 2X2, 3x3 and up to 10 X10, which we call segmentation. During this 

segmentation process, we train the system to identify adjacent regions of interest that are important for 

BC diagnosis. By removing irrelevant information from images, tumors can be easily detected at an early 

stage. Kmeans clustering algorithm is a grouping method, meaning that similar objects are grouped 

together in the same group. The segmentation process relies on this to get better results and gives better 

results when there are similar products in a group. It can be processed faster than broken data [1].  

 

MACHINE LEARNING ALGORITHMS   

Support Vector Machine (SVM)   

Think of the Support Vector Machine (SVM) algorithm as a tool. It tries to find something called a 

hyperplane in a certain space. This space has as many dimensions as there are features. The job of this 

tool? It separates different types of data points. During this, it can spot several hyperplanes. But the 

main aim is to locate a hyperplane with the widest gap, or 'margin' between the different types of data 

points. What's a hyperplane for? It marks the boundary for sorting the data points. Depending on where 

the data points are in relation to the hyperplane, they're tagged as this or that type.  

SVM is a great way to classify things. It's best when there's a clear separation and lots of items in the 

data. But, if the dataset is too big, it can take too long to train. When there-'s a lot of noise in the data, 

SVM might not do as well. But even with these issues, SVM is great for classifying things in the right 

settings.  

K-Nearest Neighbor (KNN)   

K-Nearest Neighbor or KNN is a simple Machine Learning method. It's based on Supervise-d Learning 

ideas. What it does is, it looks for similarities between new and old data, then groups the new data with 

the- most matching category. It keeps all the- usable data and groups a new piece- based on how much 

it matches the old data. How does KNN work? It finds data points in the set that look nearly like- the 

fresh point given to the- machine. The algorithm then sorts these similar points, using their distance 

from the- new point. We usually use Euclide-an distance for this. After that, a certain number of close 
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points get classified into separate groups. It's important to note that KNN often uses odd numbers of 

points. This keeps a balance- even when we have two classes.  

 The KNN algorithm is simple- and can handle big data well. However, it takes a lot of computer power 

because it measures distances between all data points in the- training set. Finding the best K value- also 

makes the algorithm more complex.  

KNN is a supervised learning method, meaning we already know the- data labels before making any 

pre-dictions. It's useful for clustering and regression jobs. The numerical K value stands for the- closest 

neighbors. Unlike some- other algorithms, KNN doesn't have a separate training phase. Instead, it 

predicts using the Euclidean distance to the- k-nearest neighbors.  

When we use KNN on a breast cancer dataset, it excels because it already has labeled data like 

"malignant" or "benign". The algorithm gives a label based on how close the- new data point is to the 

known labels in its neighborhood. The attached figure illustrates how KNN can be simple yet effective 

in making predictions for datasets with labels.  

Random Forest   

Think of Random Forest as a big team of Decision Trees. Each tree in this team is like an investigator 

who is making decisions. It keeps asking questions about specific data features. Then, it guides the 

decisions to leaf nodes. These node-s are like the answers or results. To build these trees, we use methods 

like Recursive Partitioning or Conditional Inference Tree-.  

With Recursive Partitioning, it’s a step-by-step game. Every node, or que-stion, is a decision point. We 

learn by breaking the data into parts using attribute value checks. It continues until the answers are- all 

the same. The other method, the Conditional Inference Tree, is more- technical. It uses special tests to 

decide how to split the data, helping us to avoid overfitting by correcting for multiple testing.  

Random Forest works well with lots of data, both small and big, and of different types. But there's a limit 

because too much data can cause memory issues. For big data, we need to adjust the- hyperparameters. 

It's like- fine-tuning, it helps prevent overfitting.  

The ensemble structure of a Random Forest model, comprising many Decisions Trees, provides benefits 

over individual decision trees in certain scenarios, particularly at the point of regularization where model 

quality is optimized. Variance- and bias issues are balanced by constructing multiple- Decision Trees using 

random sample-s drawn with replacement. This technique helps Random Forest overcome limitations 

inherent to single- Decision Trees. Each tree predicts observations separately, and the ultimate decision is 

determined by a majority vote-. Random Forest also proves useful in an unsupervised role for assessing 

similarities among data points. This flexibility combined with its capacity to handle complex datasets 

while minimizing overfitting solidifies Random Forest as a robust and adaptable algorithm applicable 

across machine- learning problems.  

Logistic Regression   

In the realm of predictive modeling, logistic regression steps in where linear regression falls short, 

especially when dealing with categorical data. Unlike linear regression, which is geared towards 

predicting continuous variables, logistic regression is tailored for predicting binary outcomes – essentially 

determining the probability of something being true or false. This makes it a powerful tool for 

classification tasks. The logistic regression model employs the sigmoid function to transform independent 

variables into a probability expression ranging from 0 to 1 concerning the dependent variable. This ability 

to provide probabilities and classify new samples using both continuous and discrete measurements 

renders logistic regression a widely used machine learning algorithm. Logistic regression was initially 
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employed in biological studies during the early twenties. However, now it has become widespread and is 

applicable to social sciences and prediction cases. It is useful when one of the dependent variables is 

binary and others are independent of each other, particularly, since linear regression is better for 

continuous variables, but logistic regression works in case where the outcome is categorical.  Forward 

propagation as well as backward propagation represent the key stages of logistic regression process. In 

forward propagation, the weights are used to multiply with features while sigmoid function generates 

probabilities based on these weights. The initial estimate then compared against observed values thus a 

loss function that measures the difference between predicted and real values generated. If there appears 

to be large gaps from the loss function, one gets into backpropagation process which aims at refining 

model predictive accuracy by updating weight values using derivative of cost function.  

  

Logistic Regression Model training   

 
  

Logistic Regression Model accuracy evaluation  
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Naïve Bayes   

The Naïve Bayes classifier is an example of a supervised learning algorithm created for classification 

tasks. It is rooted in the Bayes theorem which follows a probabilistic approach to establish the likelihood 

of an event that happens after another one.  

Naïve Bayes may seem too simple, but it is a powerful machine learning algorithm used in many 

industries.  

The fundamental assumption underlying Naïve Bayes is that all predictors or features are independent, 

although this independence is rarely observed in real life. This drawback makes the model less useful in 

real-world situations. One such limitation involves the problem of zero frequency where it assigns zero 

probability to a categorical variable does not present in the training dataset but appearing in the test 

dataset. This can be handled by applying smoothing methods.  

To achieve optimal accuracy, Naïve Bayes depends on large datasets, which presents a major challenge 

because acquiring broad dataset cannot always be possible. Nonetheless, Naïve Bayes still remains one 

of the most effective classifiers; it has been applied successfully to various classification problems through 

probabilistic reasoning.        

 

PROPOSED METHODOLOGY   

The primary objective of our project is to utilize logistic regression to classify tumors as either malignant 

or benign, subsequently analyzing the tumors. The results obtained will provide insights into the practical 

application of the model. 

1. To design this logistic regression model, the following steps will be followed:  

2. Import all necessary libraries for data processing and logistic regression modeling.  

3. Create a dataset containing images of tumors and their corresponding labels (malignant or benign).  

4. Preprocess the image data and associate each image with its corresponding label.  

5. Train the LR model on the image dataset to learn the distinguishing features of malignant and benign 

tumors.  

6. After this step, the data needs to be split into testing and training data. 

7. Implement logistic regression as the classification algorithm, utilizing the pixel values of the tumor 

images as input features.  

8. Evaluate the performance of the logistic regression model using appropriate evaluation metrics, such 

as accuracy, precision, recall, and F1-score.  

In logistic regression for image recognition:  

• Each pixel in the tumor image serves as a feature input to the logistic regression model.  

• The logistic regression model applies a linear transformation to the input features, followed by the 

logistic sigmoid function to produce the predicted probability of the tumor being malignant or 

benign.  

• Through iterative optimization algorithms like gradient descent, the logistic regression model learns 

the optimal weights for each feature to minimize the classification error.  

• The final output of the logistic regression model is a probability score indicating the likelihood of 

the tumor being malignant or benign.  

By employing logistic regression for breast cancer detection, we aim to provide a streamlined and 

interpretable approach for distinguishing between malignant and benign tumors, contributing to early 

detection and improved patient outcomes.  
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Results  

 
  

Conclusion  

In this article, we review different study methods for the diagnosis of breast cancer. We made a 

comparison between Logistic Regression, CNN, KNN, SVM, Naive Bayes and Random Forest. It turns 

out that Logistic Regression outperforms existing methods in terms of accuracy, precision, and dataset 

size.  
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