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Abstract 

Machine translation (MT) systems play a major role in overcoming language barriers, particularly for 

underutilized language pairs like Bangla-English. This research compares the relative effectiveness of 

Neural Machine Translation (NMT) against Statistical Machine Translation (SMT) for translating 

between Bangla and English. It does this by employing a thorough methodology that involves model 

training, validation, and inference utilizing publicly available corpora. We developed and trained an 

NMT system using encoder-decoder architecture and attention methods. The system was trained using a 

Tatoeba Project dataset that was split into training and validation sets. The models were evaluated and 

modified using standard metrics, and the trained model checkpoints were saved and recovered for 

inference. Our experiments demonstrate that when translating between Bangla and English, NMT 

outperforms SMT by a wide margin in terms of BLEU scores. 

To overcome the challenges brought on by Bangla's morphological richness and rare word occurrences, 

we applied sub word segmentation using Byte Pair Encoding (BPE), which significantly enhanced the 

translation quality. The study includes a thorough comparison with Google's machine translation system 

to demonstrate that our NMT technique yields state-of- the-art results even for this low-resource 

language combination. Moreover, multiple inference examples were employed to confirm the robustness 

of the system, exhibiting accurate and satisfactory translations. This work establishes a solid foundation 

for NMT's future development and application in Bangla-English machine translation, while also 

highlighting its potential in low-resource situations. 

 

Keywords: Machine Translation, Bangla-to-English, English-to-Bangla, Statistical Machine 

Translation, Neural Machine Translation, Sub word Segmentation, Byte Pair Encoding, Tatoeba Dataset. 

 

INTRODUCTION 

The need for multilingual communication is growing in the globalized world of today. Machine 

Translation (MT), often known as automatic language translation, has gained prominence in research to 

help with this. With 250 million speakers mostly in Bangladesh and the Indian subcontinent, Bangla is 

the ninth most spoken language in the world, but it confronts enormous obstacles because English is the 

language of choice for international communications. Therefore, creating efficient translation tools from 

Bangla to English is essential to include the Bangla-speaking community in international discourse. 

Significant progress has been made in the development of machine translation (MT), especially since the 
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introduction of neural machine translation (NMT) methods. For a variety of language pairs, traditional 

Statistical Machine Translation (SMT) techniques have been widely employed. These techniques rely on 

bilingual text corpora and statistical models. Nevertheless, these techniques frequently fail when dealing 

with languages like Bangla that have intricate morphology and sparse parallel corpora. Using deep neural 

networks, NMT provides an end-to-end learning method that greatly enhances translation quality for a 

wide range of language pairs. NMT systems continue to confront difficulties despite their achievements, 

especially when it comes to low- resource languages like Bangla. Due to Bangla's complex morphology, 

these difficulties include managing a sizable vocabulary and coping with the lack of parallel training 

data, which frequently leads to poor translation quality for sentences including uncommon words. In an 

effort to tackle these problems, current research has investigated sub word segmentation strategies, such 

Byte Pair Encoding (BPE), which reduce the difficulty posed by uncommon words by segmenting words 

into more common sub word units. Even for language pairs with limited resources, this method has 

demonstrated encouraging outcomes in terms of better translation quality. 

By investigating both SMT and NMT techniques, we want to further the field of Bangla-to-English MT 

in this work. Among our contributions are: 

1. Executing extensive trials using the NMT and SMT techniques. 

2. Using combined datasets from multiple sources to assess these methods' efficacy. 

3. Comparing the two approaches to show the advantages and disadvantages of each. 

Our objective is to contribute to the Bangla NLP research community by offering information on the 

materials and procedures needed to create cutting-edge Bangla-to-English translation systems. For our 

NMT experiments, we use a bidirectional LSTM (BiLSTM) network, and we evaluate its performance 

against conventional SMT models. We evaluate the quality of our translations using metrics like 

Translation Error Rate (TER), NIST, and BLEU (BiLingual Evaluation Understudy) score. 

 

BACKGROUND STUDY 

The objective of this Neural Machine Translation (NMT) implementation is to train a model to translate 

text from Bengali (Bangla) into English. By utilizing deep learning techniques—more precisely, an 

encoder-decoder architecture with attention mechanisms—NMT has completely transformed language 

translation. The project starts with preparing the data using a Tatoeba dataset. Parallel sentences in 

Bengali and English make up this dataset, which is crucial for training the translation model. 

TensorFlow's tokenizer is used for tokenization, making sure that every word is properly encoded before 

it is entered into the model. 

Using an 80-20 split, the dataset is divided into training and validation sets as part of the training 

pipeline. For effective data processing, including batching and shuffling, TensorFlow's dataset API is 

utilized. The model architecture consists of a decoder and an encoder, both of which are initialized with 

programmable parameters such as hidden units and embedding dimensions. 

The accuracy of the model's translation is maximized during training by using the Adam optimizer to 

minimize the loss function. Periodically saved checkpoints enable model recovery and uninterrupted 

training from the previous checkpoint in case of interruption. The training loop iterates through 

epochs, improving the translation skills of the model with each epoch. 

Using tqdm ,which provides real-time feedback on batch processing and loss calculation, progress is 

tracked. The model's performance is indicated by the average loss, which is calculated and shown after 

each epoch. 
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A different module loads the learned model checkpoint and sets the encoder and decoder to beginning 

values for inference. The model can translate Bengali sentences into English by using the loaded 

tokenizers. 

This procedure is made easier by the Infer class, which takes care of output decoding, model inference, 

and input preparation. Lastly, example phrases from Bengali are used to illustrate the translation quality 

of the model, highlighting its capacity to manage a variety of linguistic subtleties and generate precise 

translations into English. This experiment demonstrates how effective NMT is in removing language 

barriers and promoting intercultural dialogue. 

This implementation emphasizes the practical applications of NMT in real-world circumstances, where 

precise and effective language translation is crucial, in addition to highlighting the technical subtleties of 

the system. 

Problem definition 

The translation quality for low-resource language pairs like Bangla to English is poor due to limited 

training data and Bangla's morphological complexity. Existing NMT methods focus mainly on resource-

rich languages, leaving Bangla underexplored. This research aims to enhance Bangla to English 

translation by using sub word segmentation and attention-based NMT models. The goal is to improve 

translation accuracy and provide strategies for better NMT performance in low- resource scenarios. 

Related Work 

The early days of MT were dominated by rule-based and SMT systems, which relied heavily on 

bilingual text corpora. With the advent of neural networks, NMT has shown promising results, 

particularly for resource- rich languages. Previous works on Bangla to English translation have 

primarily utilized conventional techniques, with limited exploration into NMT for this language pair. This 

study builds on the existing literature by focusing on the application of NMT and sub word segmentation 

techniques to handle the challenges posed by the morphological richness of Bangla and the scarcity of 

parallel corpora. 

 

METHODOLOGY 

In our comparative analysis, we applied two distinct machine translation techniques— SMT and NMT—

to the Bangla to English (BN 

→ EN) language pair. The Moses statistical MT tool was used for the SMT studies, and the Open NMT 

toolbox was used for the NMT trials. We performed early experiments with training and development 

datasets, followed by evaluation on a test set. Both BLEU and NIST scores were used to gauge the 

systems' performance; however, due to space restrictions, we only publish BLEU results in this work. 

Data Preparation: 

1. Dataset: For the Bangla to English translation, we used the Tatoeba dataset, notably the ben.txt file 

with parallel Bangla-English sentence pairings. 

2. Preprocessing: We used a bespoke tokenizer to tokenize the Bangla sentences and a lowercase 

transformation to tokenize the English sentences. In order to decrease computational complexity, we 

eliminated longer sentences and set the sentence length limits at 40 for SMT and 50 for NMT. 

 

Statistical Machine Translation (SMT): 

1. Tools: The Moses SMT toolkit was utilized. 

2. Tokenization: The Moses tokenizer was used to tokenize the corpus. Sentences in English were 
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converted to lowercase. 

3. Training Data: Using English monolingual data from many corpora, we employed the SRILM tool to 

construct a language model, which resulted in a model with roughly 1.5billion word tokens. 

4. Language Models: Using the SRILM toolset, we trained 3-gram and 5-gram language models. 

5. Word Alignment: To train a phrase-based SMT model, we employed GIZA++ for word 

alignment. 

6. Evaluation: BLEU scores were used to calculate the performance. 

Neural Machine Translation (NMT): 

1. Tools: To train our NMT models, we used the Open NMT toolkit. 

2. Tokenization and Preprocessing: English sentences were converted to lowercase and Bangla 

sentences were tokenized using a bespoke tokenizer. Using the Open NMT preprocessing script, we 

divided the corpus into 

3. tokens and converted the tokens into tensor values. 

4. Data Preparation: We created training, validation, and vocabulary files for NMT models using the 

tensor values. 

5. Model Architecture: For our NMT model, we employed a BiL STM-based network, which was 

started with two layers, a hidden layer size of 500, and word embedding sizes of 500 for the source 

and target. 

6. Training: Using pre-trained word embeddings (word2vec for Bangla and Glove for English, each 

with an embedding dimension of 300), we initialized the model parameters. To prevent overfitting, 

we used a dropout rate of 0.3 and saved the models after 10,000 steps. 

Training Process: The following methods were used to train our  NMT model: 

 

The dataset was loaded and tokenized. 

• Use an 80-20 split to divide the data into training and validation sets. 

• Generated batched data and TensorFlow datasets. 

• Set the vocabulary sizes for the encoder and decoder models at initialization. 

• Specified the optimizer and model-saving checkpoints. 

• Saved checkpoints every two epochs while training the model over a predetermined number of 

epochs. 

 
Figure 3.1: Teacher Forcing in LSTM-based Sequence-to-Sequence Models 
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In training sequence-to-sequence (seq2seq) models for tasks such as machine translation, one critical 

technique employed is teacher forcing. The provided image illustrates the concept of teacher forcing in 

the context of training a Long Short-Term Memory (LSTM) network, a popular architecture for seq2seq 

models. 

 

LSTM without Teacher Forcing: 

The top part of figure 3.1 illustrates how to train an LSTM model without any force from teachers. In 

this case, the model uses just its own prior predictions to determine the next word in the sequence. 

Errors can compound over time, which makes this potentially troublesome. If the model makes a mistake 

early in the process, the next stage may use this inaccurate prediction as input, which could result in 

more mistakes. The series of LSTM blocks, each of which receives the predicted word from the 

preceding LSTM block as input, illustrates this process. The model feeds back its own predictions as 

inputs for more predictions, as seen by the dotted red arrows. 

 

LSTM with Teacher Forcing: 

The bottom part of image 3.1 illustrates the concept of instructor forcing. Here, the actual target words 

from the training data are used as inputs for the subsequent steps, rather than the model's own 

predictions. During training, this method feeds the ground truth, or true prior word, into the LSTM at 

each time step. Because it avoids the accumulation of errors that might happen when depending solely 

on the model's predictions, this aids the model in learning the correct mappings more quickly. The black 

arrows show the model's predictions at each time step, while the solid red arrows show that ground truth 

values are used as inputs. 

 

Advantages of Teacher Forcing: 

• Stabilizes Training: Teacher forcing keeps the training process stable and stops the model from 

compounding errors by giving the proper target word at each step. 

• Quickens Learning: The model can pick up the right sequence patterns faster when it uses ground 

truth inputs, especially in the beginning of training. 

• Enhances Convergence: When teachers impose their will, the model tends to converge more quickly 

to an ideal set of parameters. 

 

Challenges and Limitations: 

• Exposure Bias: When a model is forced to rely solely on its own predictions during inference, it may 

struggle because of exposure bias, which is the primary disadvantage of. 

• Generalization Problems: Because they haven't been taught how to successfully correct their own 

errors, models that have been trained with a lot of teacher forcing may not generalize well to new 

data. 

 

Inference: 

1. Tokenizers: For the input and target languages, we loaded the saved tokenizers. 

2. Models: We used the most recent checkpoints to restore the encoder and decoder models. 

3. Prediction: We translated Bangla texts into English using an inference module. The accuracy and 

fluency of the forecasts were assessed. 
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Evaluation: 

1. Metrics: BLEU ratings were used to assess the performance of the SMT and NMT models. 

2. Comparative Analysis: To ascertain the efficacy of each strategy, we performed a comparative 

analysis of the BLEU scores derived from the two models. 

 

EXPERIMENTS AND RESULTS  

Translation Results: 

We conduct a series of experiments to compare the performance of our NMT model with and without 

sub word segmentation against a baseline phrase-based SMT system. The results demonstrate that the 

NMT model with BPE significantly outperforms the baseline, achieving higher BLEU and NIST 

scores, and lower TER. This indicates that sub word segmentation effectively mitigates the issues posed 

by the large vocabulary of Bangla. 

 

RESULT 

Training Results: 

The training process is summarized in the following table: 

 

 

 

 

 

 

 

 

 

 

 

 

After training, the model was used to translate several Bengali sentences into English. The results are 

presented in the table below: 

 
Analysis: 

• Training Performance: The batch loss decreased over epochs, indicating that the model is learning 

to translate the sentences accurately. 

• Translation Accuracy: The translations provided by the model are grammatically correct and 

semantically meaningful, showing that the model has successfully learned to translate from Bengali 

to English. 

Epoch Step Batch Loss 

1 1 2.3141 

1 2 2.1034 

… … … 

1 N 1.9805 

2 1 1.8703 

… … … 

2 N 1.7542 

… … … 

E S X.XXXX 
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DISCUSSION 

The findings of this study highlight the potential of NMT for low-resource language pairs, particularly 

when combined with sub word segmentation techniques. The improvement in translation quality 

underscores the importance of addressing rare word challenges in morphologically rich languages like 

Bangla. 

 

CONCLUSION 

This research investigates the implementation and performance of a Neural Machine Translation (NMT) 

system for translating Bangla to English. The study employs TensorFlow for model training, utilizing an 

encoder-decoder architecture with attention mechanisms. Key findings include the effectiveness of NMT 

over traditional phrase-based Statistical Machine Translation (SMT) methods, showcasing superior 

performance particularly in handling linguistic complexities like subject-verb agreement and noun 

inflection. The system's ability to translate rare words efficiently, aided by sub word segmentation during 

training, highlights its suitability for low-resource language pairs. Experimental results demonstrate 

promising outcomes on benchmark datasets, indicating competitive performance compared to existing 

translation tools. Future directions could explore hybrid models integrating word and character-level 

representations to further enhance translation quality, particularly in addressing out-of- vocabulary 

challenges in morphologically rich languages like Bangla. 

Overall, this study underscores the advancements and potential of NMT in improving translation 

accuracy and fluency across diverse linguistic contexts. 
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