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Abstract 

In the stock market, predicting the price of stocks is still a hot research issue. One of the most challenging 

tasks in the field of computation is prediction of the stock market. The prediction depends on a number of 

variables, including physiological vs. Physical elements, rational vs. irrational investor behavior, investor 

attitude, market rumors, etc. All these factors work together to make stock values unpredictable and very 

challenging to predict accurately. Supervised Machine Learning (SML) algorithms is used to predict future 

value by using past stock price data. ML approaches have the ability to reveal trends and knowledge that 

hadn't previously noticed, and they can be used to predict that are incredibly accurate.     

The primary objective of this project is to predict stock prices of Netflix for analyzing profit on day 

closing. Data was gathered between the years of 2002 and 2022, and separated into two parts: training set 

and testing set. Only the testing portion is to be used for the final forecast. Four machine learning 

algorithms such as linear regression, decision tree, MLP, and KNN are used to forecast the close value of 

the Netflix stock price. This project's output adds to the body of knowledge on predicting stock prices and 

offers investors some new information for accurate prediction of stock prices. 
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I. INTRODUCTION 

One of the most difficult and challenging is stock market analysis and forecasting.. This is due to a number 

of factors, including price fluctuations and a wide range of other dependent and independent variables that 

affect the market value of a particular stock. Any stock market expert will find it very challenging to 

accurately predict the market's growth and drop in considering all of these factors. The most recent 

developments in market research and stock market prediction, however, we have started to incorporate 

such methods in analyzing stock market data since the introduction of machine learning and its powerful 

algorithms. In conclusion, several firms use machine learning algorithms extensively for stock market 

forecasting. This article will take over a simple method of stock evaluation and prediction. 
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II. LITERATURE REVIEW 

CHAU Tsun Man , et. al [4], assumed retail investors with a third-party investment mobile application to  

navigate through the stock market.  The project provides a framework for making machine learning 

technology accessible to the general population. It lays the path for future development of Auto ML in the 

financial context as well as for the extension and testing of new models. 

Author Shikha Verma et. al [3]  predicts the stock market as profit in form of a Chart using Python. The 

attributes include in the model are Date, Open, Close, High, Low, Volume and Adj Close. The profit of 

various years are calculated and shown in the form of graphs.   The results suggest that NFLX functions 

well. 

Y.Puja et. al [3] assumed that, in Stock Market Prediction, the point is to foresee the future worth of the 

monetary loads of an organization. This research paper focuses on the application of regression and 

LSTM-based machine learning to forecast stock features, including open, close, low, high, and volume. 

Shakir Khan et. al [2] applied and compared auto ARIMA (Auto Regressive Integrated Moving Average 

model).  Using historical Netflix stock data spanning five years, two ARIMA models are customised to 

produce an accurate stock forecasting model. The ARIMA model had the most accurate findings across 

the three models when calculating the MAPE and holdout testing, indicating its potential for precise stock 

forecasting. 

Israt Jahan et. al [1] assumed Stock market is generally very unpredictable in nature.  There are numerous 

variables that could affect a stock's price, including market trend, supply and demand, the state of the 

world economy, public opinion, sensitive financial information, earnings announcements, historical 

pricing, and many more. These aspects help to explain why accurate prediction is difficult. However, by 

analysing massive data and creating an accurate prediction model with the aid of cutting-edge technologies 

like data mining and machine learning, we can reduce the chance of human mistake. In this study, a 

supervised machine learning system is used to forecast closing prices for certain stocks using sample data. 

On the time-series data of the stocks, a Recurrent Neural Network (RNN) method is applied in particular. 

Cross-checking is done between the anticipated closing prices and the actual closing price.  Finally, it is 

proposed that this model be applied to forecast other financial products that are volatile. 

 

III. METHODOLOGY 

The following methods were processed to analyze the data 

• Data Pre-processing 

• Data Visualization 

• Algorithm 1:Linear Regression 

• Algorithm 2:Decision Tree  

• Algorithm 3:Multi-Layer Perceptron(MLP) 

• Algorithm 4: K-Nearest Neighbors(KNN) 

• Deployment 

A Data Pre-Processing 

Data preprocessing is a necessary first step before using any machine learning technology , as the 

algorithms learn from the data and the learning outcome for problem solving significantly rely on the 

appropriate data required to solve a specific problem, Before using data, preparation is necessary. The idea 

of transforming unclean data into clean data is known as data preparation.  Before the technique is applied, 

the dataset is preprocessed to check for missing values, noisy data, and other anomalies. The data format  
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needs to be appropriate for ML. 

 

 
Fig. 1. Data Collection from 2002 to 2022  

B Data Visualisation 

Data visualisation is the process of displaying data using popular images like infographics, charts, and 

even animations.  These understandable informational visual representations communicate complex data 

relationships and data-driven insights. It's vital to keep in mind that data visualisation is not only used by 

data teams but may also be used for a variety of other purposes. In addition, management uses it to 

communicate organisational hierarchy and structure, and data scientists and analysts use it to identify and 

explain patterns and trends. 

 

 
Fig. 2. Plotting of Data 
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Fig. 3. Visualization of Data 

C Algorithm1: Linear Regression 

An algorithm called linear regression uses a linear relationship between an independent variable and a 

dependent variable to forecast the result of upcoming events. It is a statistical technique used in forecast 

analysis in data science and machine learning. The predictor or explanatory variable that does not change 

as a result of the shift. The response or outcome variable under study or analysis is the dependent variable, 

and the regression model forecasts its value. Thus, linear regression is a supervised learning algorithm that 

predicts continuous or numeric variable by simulating a mathematical connection between the variables. 

This analytical approach has benefits. When there are at least two factors present in the data, as is the case 

in stock market forecasting, managing a portfolio, conducting scientific research, etc. The linear regression 

model is shown as a curved linear path. 

 

 
Fig. 4. Implementation of Linear Regression 

 

D Algorithm 2: Decision Tree  

A supervised learning method called the decision tree can be applied to categorization and regression issues. 

It is a tree-structured regressor, where interior nodes stand in for a dataset's features, branches for the 

decision-making process, and each leaf node for the result. The Decision Node and Leaf Node are the two 

elements in a decision tree. While Leaf nodes are the results of decisions and do not have any additional 

branches, Decision nodes are used to make decisions and have numerous branches. The given dataset's 
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features are used to conduct the test or make the decisions. It is a graphical representation for obtaining all 

feasible answers to a decision or issue based on predetermined conditions. Because it is comparable to a 

decision tree, It begins with the root node and extends on additional branches to create a structure akin to a 

tree. The CART algorithm, which means for Classification and Regression Tree algorithm, is used to 

construct a tree. A decision tree merely poses a query and divides the tree into subtrees according to the 

response (Yes/No). 

 

 
Fig. 5. Implementation of Decision Tree  

 

E Algorithm 3:Multi-Layer Perceptron (MLP) 

A supervised learning method that learns a function is the multi-layer perceptron (MLP). The number of 

dimensions for input and output are equal after training on a dataset. A non-linear function approximate 

for either classification or regression can be learned from a set of features. There may be one or more non-

linear layers, known as hidden layers, between the input layer and the output layer, which distinguishes it 

from logistic regression. A single hidden layer MLP with scalar output is depicted in Fig. 6. Type MLP 

Regressor uses a multi-layer perceptron (MLP) that may be thought of as employing the identity function 

as an activation function and trains using backpropagation with no activation function in the output layer.  

 

 
Fig. 6. Implementation of MLP  
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F Algorithm 4: K-Nearest Neighbors (KNN) 

The k-nearest neighbors algorithm also referred to as KNN or k-NN, is a supervised learning classifier 

that employs proximity to make classifications or projections about the grouping of a single data point. It 

is employed in a variety of contexts, including handwriting recognition, image recognition, and video 

identification. KNN can achieve high accuracy in a broad range of prediction-type problems, and it is most 

helpful when labelled data is either prohibitively expensive or impossible to obtain. KNN is a non-

parametric, lazy learning method. In order to forecast the classification of the new sample point, it utilizes 

data from multiple classes. KNN is non-parametric because the model is distributed from the data and no 

assumptions are made about the data being examined. 

 

 
Fig. 7. Implementation of KNN 

 

G Deployment 

a) Django (Web FrameWork)  

Python-based Django is a micro web platform. Its status as a micro-framework is a result of the fact that 

it does not need specific tools or modules. It lacks any components where pre-existing third-party libraries 

already provide common tasks, such as a database abstraction layer, form validation, or other components. 

Django, however, allows extensions that can add application features just like they were built into the core 

of Django.   

b) Deploying the model to predict the output 

In this module the trained machine learning model is converted into pickle data format file (.pkl file) which 

is then deployed for providing better user interface and predicting the output of Netflix Stock price 

prediction 

 

IV RESULTS AND DISCUSSION 

Table 1. Experimental Result 

Name Mean 

Absolute  

Mean 

Squared 

Median 

Absolute 

R2 Score 

Value 

Accuracy 

Result 

Linear 

Regression  

0.7873 3.1025 0.1255 0.9999 99.9883 

Decision Tree 1.4267 11.5649 0.2028 0.9995 99.9594 
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MLP 62.25556 9409.47 28.0110 0.6623 69.7019 

KNN 113.844 25802.012 75.5479 0.0692 6.9432 

This section shows the predicted results obtained by using four algorithms. By testing these algorithms, 

the best accuracy is received from Linear Regression Algorithm. A System was constructed and data 

was collected from the website for analysis. This system predicted Netflix stock price from dataset with 

multiples attribute values. The user should enter current stock price value given in the template and the 

system will predict closing end value.  

 

V. CONCLUSION 

Data was gathered between 2002 and 2022 and split into Training and Test sets. ML prediction models 

were used to predict the close value of Netflix stock price. The linear regression model was the most 

reliable for predicting the long-term price of Netflix shares. Future enhancements include deploying the 

project in the cloud and applying sentimental analysis to predict future price movement. 
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