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Abstract: 

Over the same period, thanks to deep neural networks, particularly in machine translation tasks that fall 

under natural language process (NLP), there have been major advances. Context is not something that lies 

well with traditional systems based on statistical models or tranlation memory and they also struggle with 

the level of fluency in translation. Through the invention of their Transformer models, Vaswani et al. This 

has also made great strides in improving both precision and performance [28] from 2017. 

In this paper, we explore how to adapt pre-trained Transformer models into low-resource languages. For 

lower-engaged languages, we want to introduce hybrid methods in machine translation systems using 

multi-task learning and also transfer-learning with different metrics. To address this, we exploit the high-

resource languages for training and introduce representation reduction techniques to be able to better 

handle some low-resourced cases. 

Our results show that multi-task training improves BLEU scores by a large margin, especially for more 

scarce languages such as Swahili and Amharic. Our results exemplify the power of combining effective 

multi-task training with transfer learning in low-resource language translation. 

Keywords : Natural Language Processing (NLP), Machine Translation , Transformer Models ,Low-

Resource Languages ,Multi-Task Learning , Transfer Learning, Vocabulary Reduction , Neural Networks  

, BLEU Score , Language Models .  

 

Introduction : 

The study of deep neural networks had a clear impact in the advancement of Natural Language Processing 

(NLP, KerMet translation), enabling better translations machine-translation wise. Fluency and contextual 

adaptation, for example, were often a pain point for traditional translation systems that employed statistical 

models or translation memory. In light of this, it was introduced by Vaswani et al. the Transformer 

networks. Since then, a horizon of the inaccuracy and underperformance era is over with 2017. 

In this article, we solve the problem that in low-resource languages, when using Transformer model for 

mostly translation application cases and hope to make performance as good it is possible. In this work, we 

aim to take a step towards making BERT more data-efficient for low-resource languages by investigating 

hybrid and multi-task methods. 

 

Literature Review :  

The earliest methods of machine translation were rule-based algorithms and word dictionaries. Then, this  
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was followed by statistical models like the IBM Model 1 through model5 which used probabilistic word 

alignments for translation. 

Neural networks (LSTM, GRU) Translation memory models improved the translation quality by taking 

long-term context into account. The main problem was that these models found it difficult to effectively 

process longer sequences. 

Since then, the Transformer model and its attention mechanism has set a new standard in NLP due to their 

effective parallel computation of sequences. It is better many variations of recurrent models, and faster to 

train. Many recent studies including BERT (Devlin et al., 2018) and GPT (Radford et al., 2019), have 

pointed out the usefulness of supervising context-aware learning by large textual corpora. However, these 

models scale poorly for languages with little to no data. 

 

Methodology: 

In this work we present a model using pre-trained Transformer with multi-task training. We aim to boost 

machine translation for less-resourced languages. Our method combines: 

Multi-task learning: We merged training data of the high-resource languages (English, Spanish) and low-

resources ones (like Swahili, Amharic), while making use of a single model that can predict multiple 

translations. 

Transfer learning: The model is first pre-trained on a large multilingual corpus (e.g., OpenSubtitles) and 

then fine-tuned towards target languages. 

Lowered Vocabulary: To make it more efficient in small word count languages, a vocabulary reduction 

technique was used by reducing easy-learn words from the reduced-vocabulary lists to decrease the 

language of interest efficiency,targeting better content measurement as usual for context capturing in Low-

resourced languages. 

Testing was done on standard datasets suc91 as WMT (Workshop for Machine Translation), and compared 

against baseline models like LSTM, or traditional Transformer models. 

 

Results and Discussion:  

Results We observe a dramatic performance increase for the Transformer model when multi-task training 

is used. The multi-task model scored 32.5 BLEU for Swahili, compared to Transformer (28.7) and LSTM 

models (25.4). The same goes for Amharic, the improved model gave a BLEU score of 30.1 whereas other 

solutions are performing lower than this one. 

Essentially, the hypothesis that transfer learning as well as multi-task training enables model to efficiently 

utilize information learnt from high-resource languages for better understanding and translation of 

underrepresented ones is confirmed by our results. 

Contrary to Zoph et al. (ijcai) In contrast with Luong et al. (2016) that used attention-based neural 

networks for translation between closely related languages, our method provides more adaptability among 

the systems of distant linguistic characteristics. The vocabulary reduction technique, too, was essential to 

the naturalness of sentence composition in different alphabets or languages even if—and maybe especially 

when—algorithms will work with tens and hundreds of characters as space. 

 

Conclusion: 

In this work, we showed that levering a dual training and transfer learning based optimization results in 

much better machine translation models compared to baseline Transformers especially for low resource 
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language pairs. It points to the need for custom-tailored neural network architectures in multilingual 

settings, particularly when data is scarce. 

We plan to investigate model compression techniques in the future for faster inference suitable on real-

time systems. On the other hand, more analysis on bias specific algorithms with respect to some languages 

would help a lot in translating fairly across multiple language outputs from models. 
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