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Abstract 

This study analyzes ways to improve the performance of the histogram of oriented gradients (HOG) 

method for histological image classification using machine learning methods. We propose applying 

HOG to each color channel of the image, which improves the extraction of texture features characteristic 

of histological data. A comparative analysis of the traditional HOG and the improved approach is 

conducted, including an experimental evaluation of their accuracy and processing time using SVM, RF, 

DT, KNN, and NB classifiers. The results show that the proposed improvements improve the 

classification accuracy, which makes the modified HOG method promising for application in biomedical 

analysis. 
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Introduction 

In recent years, machine learning (ML) methods have played a key role in automating the analysis of 

medical images, especially histological ones [1]. One of the widely used approaches to extract features 

from images is the histogram of oriented gradients (HOG) method. This method was originally 

developed for object detection tasks, but its successful application in other areas, such as computer 

vision, makes it promising for histological image analysis as well [2]. 

The HOG method was first proposed by Dalal and Triggs (2005) for the task of recognizing pedestrians 

in images. This method works based on local gradients in an image, computing their orientation and 

distribution. HOG has proven to be effective in object recognition due to its robustness to illumination 

and scale changes, which has led to its widespread use in computer vision. However, in medical 

imaging, and in particular in histology, this method has been applied much less frequently [3]. 

Some researchers have considered the application of HOG to medical image analysis. For example, in 

the work [4], HOG was used to segment and classify facial images for medical applications. This 

experience showed that HOG can effectively extract contours and texture features, making it suitable for 

complex structures found in histological images. 

Successful development of efficient methods for automatic classification of histological images requires 

taking into account advances in image processing, machine learning, and bioinformatics. The histogram 

of oriented gradients (HOG) method is widely used for texture and shape analysis, making it suitable for 
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application to histological image classification problems, but its use in this area has not yet been 

sufficiently explored. 

The histogram of oriented gradients (HOG) method has proven to be one of the most effective 

approaches for feature extraction in image classification, including medical data [5]. However, when 

working with histological images, where complex texture structures and sample variability play an 

important role, the standard implementation of HOG does not always provide sufficient accuracy. This 

raises the need to research and develop new ways to improve this method. In this paper, we will consider 

how a modified way of applying HOG can improve its efficiency in histological image classification 

tasks. Particular attention will be paid to the integration of HOG with modern machine learning 

methods, as well as improving the parameters of the method for accurate extraction of key features of 

histological samples. 

 

Statement of the problem 

Let a set of histological images be given 𝑋 = {𝑥1, 𝑥1, … , 𝑥𝑁}, where 𝑥𝑖 is the 𝑖-th image of size 𝑚 × 𝑛 

pixel. Each image is associated with a class label 𝑦𝑖 ∈ {1,2, … , 𝐾}, where 𝐾 is the total number of classes 

(e.g., pathology types). 

The objective of improving the HOG method is to: 

Determining the optimal methods application of HOG to improve the representation of textural features 

of histological images and increase classification accuracy: 

ℎ𝑖
′ = 𝐻𝑂𝐺𝑚𝑜𝑑(𝑥𝑖)                                                             (1) 

where HOGmod − is a modified version of the HOG method. Modified HOG methods create more 

informative features that better represent the textures of histological images. 

After feature extraction ℎ𝑖
′ modified way, the classification problem is to find a function 

 𝑓: 𝑅𝑑 → {1,2, … , 𝐾} that can predict the class 𝑦𝑖  based on these features: 

𝑓(ℎ𝑖
′) = �̂�𝑖, where �̂�𝑖 ≈ 𝑦𝑖                                                 (2) 

Depending on the classification method chosen, the model is built to minimize the prediction error, 

which can be achieved using various optimization approaches, such as minimizing the loss functions that 

best fit the specific task. 

The ℎ𝑖
′ features obtained after the modified application of the HOG method serve as input to machine 

learning algorithms that perform classification. 

 

Methods  

Let us consider a color histological image presented in RGB format. The image can be designated as 

I(x, y), where 𝑥 and are 𝑦the pixel coordinates. The color channels of the image can be identified as: 

• Red Channel :𝑅(𝑥, 𝑦) 

• Green channel :𝐺(𝑥, 𝑦) 

• Blue channel :𝐵(𝑥, 𝑦) 

To apply the HOG method, we must first calculate the gradients for each color channel. The gradients 

can be calculated using the Sobel or Pruitt operators [6]. The gradients 𝐺𝑥 and 𝐺𝑦 can be calculated as 

follows: 

𝐺𝑥 = [
−1 0 1
−2 0 2
−1 0 1

],  𝐺𝑦 = [
1 2 1
0 0 0

−1 −2 −1
]                   (3)  
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The gradients for each channel will be calculated as: 

𝐺𝑥
𝑅 = 𝑅𝑥 = 𝑅 ∗ 𝐺𝑥 

𝐺𝑦
𝑅 = 𝑅𝑦 = 𝑅 ∗ 𝐺𝑦 

𝐺𝑥
𝐺 = 𝐺𝑥 = 𝐺 ∗ 𝐺𝑥                                                          (4)  

𝐺𝑦
𝐺 = 𝐺𝑦 = 𝐺 ∗ 𝐺𝑦 

𝐺𝑥
𝐵 = 𝐵𝑥 = 𝐵 ∗ 𝐺𝑥 

𝐺𝑦
𝐵 = 𝐵𝑦 = 𝐵 ∗ 𝐺𝑦 

Once the gradients are obtained, the magnitude and direction of the gradient for each channel can be 

calculated: 

𝑀𝑔 = 𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2                                                     (5) 

𝑂𝑟 = 𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝐺𝑦

𝐺𝑥
)                                                   (6) 

Next, for each pixel a histogram of oriented gradients is created within a window of size n×n (e.g. 8×8 ). 

Histograms can be calculated as: 

 𝐻(𝜃) = ∑ 𝑀𝑔𝑖 ∙ 𝛿(𝜃𝑖 − 𝜃)

𝑁

𝑖=1

                                                  (7) 

where 𝛿 is the Dirac function, which determines in which bin the angle 𝜃 is located , and 𝑁 is the 

number of pixels in the window. 

To improve robustness to changes in lighting and contrast, histograms are normalized, which can be 

expressed as follows: 

𝐻𝑛𝑜𝑟𝑚 =
𝐻

√𝐻2 + 𝜖2
                                                                    (8) 

where 𝜖is a small parameter to prevent division by zero. 

Histograms for all channels can be combined into a single feature vector: 

𝐹 = [𝐻𝑛𝑜𝑟𝑚
𝑅 , 𝐻𝑛𝑜𝑟𝑚

𝐺 , 𝐻𝑛𝑜𝑟𝑚
𝐵 ]                                                     (9) 

Thus, the final feature vector obtained from all three channels can be represented as: 

𝐹𝑓𝑖𝑛𝑎𝑙 = 𝐹𝑅 ⊕ 𝐹𝐺 ⊕ 𝐹𝐵                                                          (10) 

where ⊕is the vector union operation. 

These steps represent a formalized approach to applying the HOG method to each color channel of 

histological images, allowing the extraction of characteristic features for further classification or 

analysis. 

The extracted features were then fed as input to the classifiers Support Vector Machine (SVM), Random 

Forest (RF), Decision Tree (DT), Naive Bayes (NB). 

 

Experimental research 

The tables below show the comparative classification results of the colon (Table 1) and lung (Table 2) 

images based on the extracted features using the HOG and 𝐻𝑂𝐺𝑚𝑜𝑑 methods. 

Table 1: Results of classification of histological images of the large intestine using feature 

extraction methods HOG And 𝑯𝑶𝑮𝒎𝒐𝒅. 

Classification 

method 

𝑯𝑶𝑮 𝑯𝑶𝑮𝒎𝒐𝒅 

Time(s) Accuracy(%) Time(s) Accuracy(%) 

Train . Test Train . Test Train . Test Train . Test 
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SVM 182.2 397.2 9 7 78 730.7 1435 98 81 

kNN 0.07 3.77 64 56 0.2 8.65 63 56 

DT 67.57 0.15 98 61 189.3 0.44 98 59 

RF 46.9 0.47 97 69 83.8 0.8 96 68 

N.B. 0.65 1.15 62 60 1.92 3.30 62 61 

 

Table 2: Results of classification of histological images of the lungs using feature extraction 

methods 𝑯𝑶𝑮 And 𝑯𝑶𝑮𝒎𝒐𝒅. 

Classification 

method 

𝑯𝑶𝑮 𝑯𝑶𝑮𝒎𝒐𝒅 

Time (s) Accuracy(%) Time (s) Accuracy(%) 

Train . Test Train . Test Train . Test Train . Test 

SVM 39.65 78.05 98 97 1000 1438 99.1 99.3 

kNN 0.04 3.74 60 54 0.14 10.1 61 54 

DT 109.6 0.10 99 84 201.9 0.33 99 83 

RF 92.44 0.31 96 96 153.4 0.53 98 98 

N.B. 0.51 0.93 96 96 1.43 2.54 97 97 

 

Conclusion  

From the presented data, several key conclusions can be drawn that highlight the potential of the method 

𝐻𝑂𝐺𝑚𝑜𝑑in comparison with the classical one 𝐻𝑂𝐺. 

For both datasets (colon and lung images), the method 𝐻𝑂𝐺𝑚𝑜𝑑shows a small but significant 

improvement in classification accuracy compared to classic HOG: 

• colon image classification , the method 𝐻𝑂𝐺𝑚𝑜𝑑improves testing accuracy by 3% for SVM (from 

78% to 81%) and by 2% for Naive Bayes (from 60% to 61%). 

• lung image classification, the accuracy gain is also clear: 2.3% for SVM (from 97% to 99.3%) and 

2% for Random Forest (from 96% to 98%). These results are especially important for tasks that re-

quire high accuracy, such as disease diagnosis. 

The main limitation of the method 𝐻𝑂𝐺𝑚𝑜𝑑is the increase in training and testing time, which can be 

explained by a more complex feature extraction procedure (HOG for each color channel). On average, 

training time increases by 2-4 times compared to the classic HOG: 

• For the colon, the training time for SVM increased from 182.2 to 730.7 seconds. 

• For the lungs, the training time using SVM increased from 39.65 to 1000 seconds, which is a 

significant increase. 

However, it should be noted that for methods where time is critical (e.g. kNN or Naive Bayes), the 

increase in time is not so significant and may be acceptable in practical applications. 

For more complex models (such as SVM and Random Forest ) 𝐻𝑂𝐺𝑚𝑜𝑑demonstrates not only high 

accuracy, but also stable results on both training and testing datasets. 

For example, when classifying lung images, the accuracy of the method 𝐻𝑂𝐺on test data using SVM is 

99.3%, which is higher than that of the classic HOG (97%). A similar picture is observed when using 

Random Forest. 

The method 𝐻𝑂𝐺𝑚𝑜𝑑 shows significant advantages in terms of classification accuracy, especially for 

models with high computational complexity such as SVM and Random Forest . This makes it a 
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promising approach for tasks that require maximum accuracy, such as diagnosis from histological 

images. 

Despite the increased training and testing time, the gain in accuracy makes it particularly useful in 

medical research where accuracy can be critical to decision making. 

Therefore, 𝐻𝑂𝐺𝑚𝑜𝑑 it can be considered a promising method for histological image analysis tasks, 

especially in cases where accuracy is more important than computation time. 
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