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ABSTRACT: 

Artificial Intelligence (AI) has been quickly evolving and disrupted many domains such as cybersecurity, 

governance, law enforcement etc. But with this evolution comes several legal questions to consider, in 

many cases, the current laws just don't fit. The complexities surrounding AI technology, particularly 

regarding issues of algorithmic bias and automated decision-making, present new challenges for which 

the Information Technology Act, of 2000, was not originally designed.  

This research focuses on two critical factors that demand urgent attention: Algorithmic Accountability and 

Data Privacy. While algorithmic accountability concerns the need for transparency and the ability to trace 

decision-making processes, data privacy revolves around safeguarding personal information from 

unethical AI usage. The absence of clear provisions/interpretation addressing these two factors not only 

weakens the Indian legal regime but also threatens the protection of individual rights. 

To address these issues, this research provides a comparative analysis using global models, using 

information gathered from frameworks like the Algorithmic Accountability Act in the US and the AI Act 

in the EU. These frameworks have established worldwide guidelines for AI governance by introducing 

extensive procedures to control algorithmic bias/inaccuracy and enhance data privacy. On the other hand, 

India's legal system remains disorganized and does not have an effective strategy to address the special 

threats and capabilities of AI. In addition to legal reform, the research illustrates a more effective 

explanation of how AI might misuse data and encourage biases, particularly in a large and diverse culture 

like India. 

Thus, the research emphasises the need for immediate and focused reforms to establish a strong framework 

for regulation that takes AI's complexities into account. This involves implementing strict data protection 

regulations and required transparency guidelines for AI systems to guarantee that AI technologies are 

developed and implemented responsibly, preserving digital rights and trust among individuals. 

 

KEYWORDS: Artificial Intelligence (AI), Cyber Law, Algorithmic Bias, Automated Decision-Making, 

Data Privacy, Legal Gaps, Comparative Analysis, and Regulatory Reform. 

 

1. BACKGROUND OF THE STUDY: 

Artificial Intelligence (AI) has been rapidly transforming various sectors, but its growth has also created 

complex legal challenges, particularly in terms of data privacy and algorithmic accountability. Earlier 
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research in countries like the United States and the European Union highlighted how AI systems could 

lead to biased decision-making and misuse of personal data if not properly regulated. These studies have 

led to the development of laws such as the European Union’s AI Act and the United States’ Algorithmic 

Accountability Act, which focus on maintaining transparency in AI operations and protecting individuals’ 

rights. These regulations set standards for how AI should be used responsibly to prevent discrimination 

and safeguard data. 

In contrast, India’s legal framework has not yet evolved to address these issues effectively. The country’s 

primary cyber law, the Information Technology Act, of 2000, was designed to handle digital transactions, 

cybercrime, and basic data protection but lacks provisions specific to AI’s unique capabilities. While there 

have been amendments to the Act, they have not adequately dealt with critical issues like how AI makes 

decisions (algorithmic accountability) or how it handles and stores personal data (data privacy). This 

creates a significant gap because, unlike traditional technologies, AI can act autonomously and may 

produce unfair or harmful outcomes if left unchecked. 

Currently, India’s approach is more reactive, waiting for legal problems to arise before responding. This 

has resulted in a legal framework that is often outpaced by rapid advancements in AI. Without a robust 

structure to address algorithmic bias and protect data privacy, AI systems may unintentionally reinforce 

existing social inequalities or compromise personal information. 

Global frameworks such as the EU AI Act address algorithmic responsibility and data privacy separately; 

but, in India, where the combination is essential, only a few studies have taken a peek at how they interact. 

Lack of transparency in AI raises privacy issues and affects responsibility, especially in high-stakes sectors 

like digital governance and law enforcement. Current Indian research ignores the degree of transparency 

AI systems hinder accountability in favour of concentrating on data privacy (Majumdar & Chattopadhyay, 

2020). While the EU and the U.S. have integrated frameworks, India lacks a cohesive strategy to tackle 

both issues, highlighting a gap in legal reforms. 

This research, therefore, focuses on these two critical aspects—algorithmic accountability and data 

privacy—while comparing India’s legal approach to countries like the United States and the European 

Union where regulations are more advanced. In the future, India needs to develop a comprehensive AI 

legal framework that not only tackles current challenges but is also flexible enough to adapt to new 

developments, ensuring that AI is used ethically and transparently. This research will help identify where 

India’s laws need improvement and offer suggestions based on successful global models. 

 

2. LITERATURE REVIEW: 

2.1.1. AI and Legal Frameworks: Global Perspectives 

Ryan Calo (2015) and Roger Brownsword (2018) highlight the pressing need for AI-specific regulations 

focusing on algorithmic transparency and accountability. They advocate for risk-based regulatory 

frameworks, like the EU's AI Act, which categorizes AI applications based on their societal impact.1  

Research Gap: However, their work primarily discusses regulatory frameworks without sufficiently 

addressing how these frameworks can ensure transparency in algorithmic decision-making. 

2.1.2. Liability for Harm Caused by AI 

Rajendran and Kumar (2023) call for a reassessment of liability frameworks to accommodate the unique  

challenges posed by AI. They note that traditional negligence concepts fall short in the context of autono- 

 
alo, R. (2015). Artificial Intelligence Policy: A Primer and Roadmap. SSRN Electronic Journal. [https://ssrn.com/abstract=3015350]. Brownsword, R. 

(2018). Law, Technology, and Society: Re-imagining the Regulatory Environment. Routledge. [DOI: 10.4324/9781315552997] 
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mous systems, where intent and agency are less clear.2  

Research Gap: While they emphasize the importance of accountability, their discussion lacks a focus on 

how these liability frameworks can also incorporate transparency in AI decision-making processes. 

2.1.3. Enslaving the algorithm: From a 'right to an explanation' to a 'right to better decisions'?  

Edwards and Veale (2018) propose a shift from a mere 'right to an explanation' regarding algorithmic 

decisions to a broader 'right to better decisions.' They advocate for comprehensive legal frameworks that 

promote fairness and accountability.3  

Research Gap: However, their framework does not adequately address how to ensure that these decisions 

are transparent and understandable to users, which is critical for trust and accountability. 

2.1.4. AI and Human Rights: Balancing Innovation and Privacy in the Digital Age 

The authors of this article, Sahana Rayhan and Rayhan (2023) emphasize the dual challenges of 

algorithmic bias and data privacy in AI. They argue for robust legal frameworks that ensure ethical AI 

development.4  

Research Gap: However, while they recognize the importance of transparency and explainability, their 

analysis does not fully explore how these factors intertwine with privacy concerns in AI applications. 

2.1.5. Emergence of AI and its implication towards data privacy: from an Indian legal perspective 

Majumdar and Chattopadhyay (2020) examine the implications of AI on data privacy in India, 

emphasizing the Supreme Court's recognition of privacy as a fundamental right. They advocate for 

technology-neutral regulations and a comprehensive data protection framework.5  

Research Gap: However, their study does not delve into how algorithmic transparency can be integrated 

into these frameworks to address privacy violations stemming from opaque AI systems. 

 

3. RESEARCH PROBLEM: 

The current legislative framework in India ineffectively addresses the concerns of data privacy and 

algorithmic responsibility in the context of AI, particularly in terms of data security. As AI technologies 

advance, there is a growing concern that present cyber laws may fail to both protect individual privacy 

and effectively manage responsibility. 

 

4. RESEARCH OBJECTIVE: 

1. To analyze how India’s cyber law framework, particularly the Information Technology Act, of 2000, 

addresses the overlap between algorithmic accountability and data privacy. 

 
2 Rajendran, S. and Kumar, A.D., 2023. Liability for Harm Caused by AI: Examining the Legal Responsibility for the Actions of Autonomous Systems. 

Issue 2 Int'l JL Mgmt. & Human., 6, p.214. 
3 Edwards, L. and Veale, M., 2018. Enslaving the algorithm: From a “right to an explanation” to a “right to better decisions”? IEEE Security & 
Privacy, 16(3), pp.46-54. https://arxiv.org/pdf/1803.07540  
4 Rayhan, R. and Rayhan, S., 2023. AI and human rights: balancing innovation and privacy in the digital age. DOI: 10.13140/RG. 2.2, 35394. 

https://www.researchgate.net/profile/Rajan-
Rayhan/publication/372743882_AI_and_Human_Rights_Balancing_Innovation_and_Privacy_in_the_Digital_Age/links/64c525b6cda2775c03d23cd4/AI-

and-Human-Rights-Balancing-Innovation-and-Privacy-in-the-Digital-Age.pdf 
5 Majumdar, D. and Chattopadhyay, H.K., 2020. The emergence of AI and its implication towards data privacy: from Indian legal perspective. Issue 4 Int'l 
JL Mgmt. & Human., 3, p.1. https://d1wqtxts1xzle7.cloudfront.net/64487255/Emergence-of-AI-and-its-implication-towards-

libre.pdf?1600723573=&response-content-

disposition=inline%3B+filename%3DINTERNATIONAL_JOURNAL_OF_LAW_MANAGEMENT.pdf&Expires=1726932538&Signature=CZK17tmg8eZ
brQnlbP1KiAhw3GwJ3cqQw~XqWX-qNU9-rvwG3qoBTRcbzd1cvQm~oroO~rJwxv9uvUu7u6T7lr-

mGdkC3cRVrdcYIoBjVhq8Pkpbl7ey~CwtlkZLnOTfMMywLd8QKsDnnNxDMvS6fDwEO37-hpR2YyVm-

ZuKICp4Qox5axb9LZLS~oyu3QBbkjljYkx9Ky7Z9G4q0AvdmQse4-DdqGJ0x5NnAqTJ--
6p7zWyiPFUXCMHcZY81CoRRkHNgl15022MwJabFEKAdrF5TF6EZ~0YgCthS~z71T7S0LYiPtTmkFec8LkUDUsYZVuYwM2O4fEFCXfJFJyU-

g__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA 
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2. To identify best practices from global AI regulatory models that effectively integrate these two issues. 

(Comparative Study) 

3. To propose a unified legal framework that addresses both algorithmic accountability and data privacy, 

ensuring comprehensive AI governance in India.  

4. Provide suggestions that are implementable for policymakers and lawyers to strengthen the Indian 

cyber law framework. The reforms should make it robust, responsive, and able to protect rights yet 

adaptable to potential advancements in AI. (Recommendations put forth) 

 

5. RESEARCH QUESTIONS: 

1. How does India’s existing legal framework address the overlap between algorithmic accountability 

and data privacy in AI systems? 

2. How can India’s Consumer Protection Act be adapted to hold Artificial Intelligence systems 

accountable as "products" under product liability provisions, and what legal challenges could arise 

from this approach? 

3. How can global best practices be adapted to India’s unique legal, social, and technological 

environment to develop a cohesive AI regulatory framework? 

 

6. RESEARCH HYPOTHESIS: 

If the cyber law of India is critically reviewed for its capabilities of dealing with the intersection of 

algorithmic accountability and data privacy, then it will reveal significant gaps and overlaps that global 

best practices have managed to address more comprehensively/broadly. 

This approach narrows down the research to an area less explored: that of the intersection of algorithmic 

accountability and data privacy, largely a neglected research gap that many other scholars have obviously 

overlooked (have failed to address) in the Indian context. 

 

7. RESEARCH METHODOLOGY 

In this study, we have utilized doctrinal method and comparative analysis to support and justify our 

research question. We gathered data from several articles to provide a possible and also plausible answer 

for the challenges that were pointed out. 

 

8. RESEARCH METHODS: 

The doctrinal method incorporates a detailed examination of legal texts, statutes, and case laws, with a 

particular focus on India's existing legal framework governing algorithmic responsibility and data 

privacy to determine its effectiveness and limitations, the comparative method was used to examine 

the global legal frameworks, such as the EU's AI Act and US legislation, to identify best practices and 

gaps in India's legal landscape, ultimately guiding future research reforms to improve accountability and 

privacy in AI systems. 

 

9. SCOPE AND LIMITATION OF THE STUDY: 

This research focuses on critically analyzing India's cyber laws to examine how successfully they address 

the integration of algorithmic responsibility and data protection, particularly in AI-driven systems. It 

would compare India's legal framework to worldwide best practices, such as the EU's AI Act and U.S. 

standards, to find gaps and propose adjustments. The research is based on combining legal and 
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technological perspectives, and will concentrate on high-risk areas such as law enforcement, digital 

governance, and healthcare, where openness and privacy are critical. By offering suggestions for 

legislative and policy changes, the research seeks to improve India's strategy for handling AI's effects on 

data protection and accountability.6 

However, the research faces certain limitations. India’s relatively underdeveloped AI and data privacy 

legal framework may limit the depth of analysis. Additionally, while comparing global best practices, the 

study may not fully capture the nuances of every international framework due to socio-political differences 

(the combination of social and political factors that influence a society's language, policies, and planning. 

Can also refer to the intersection of social and political life, including laws, regulations, values, beliefs, 

and practices.). The focus is primarily on legal and regulatory issues, which may restrict a deeper 

exploration of the technical aspects of algorithmic transparency and privacy. Moreover, since AI 

regulation is rapidly evolving, conclusions drawn may be affected by future legal changes. Lastly, the 

research will focus on legal accountability and privacy concerns, potentially overlooking/may not deeply 

consider broader ethical issues like fairness and bias unless directly linked to these topics. 

 

10. BASIC OVERVIEW OF AI IN INDIA’S CYBER LAW FRAMEWORK: 

AI presents unique challenges and opportunities for Indian law. First, there are tremendous opportunities 

for the delivery of more efficient service in various domains, such as AI-powered chatbots and virtual 

assistants - making customer service easy to access revolutionary predictive analytics applied in the 

analyzing and diagnosing of healthcare. Against that, every step towards the inclusion of AI raises 

tremendous concerns over privacy in data, accountability of algorithms, and ethics for governance. The 

problems become even more daunting in a country like India, where the massive population interacts with 

digital technologies on an everyday basis, often leaving their data unprotected and vulnerable. 

India already has a cyber law framework with aspects designed to regulate various types of online 

activities, including data protection, cybercrime, and electronic contracts governed by the Information 

Technology Act, of 2000. Nevertheless, AI technologies have evolved so rapidly that the legal structures 

to govern them have not been able to keep pace. For instance, the IT Act does not dwell on the intricacies 

(details) surrounding AI systems' decision-making processes, hence leaving a void in responsibility when 

AI systems fail or feed discrimination (unfair treatment) in their decisions.7 

Moreover, the proposed Digital Personal Data Protection Act also acts as a holistic law on data protection 

in India. While it incorporates essential principles like data processing consent, purpose limitation, and 

the rights of data subjects, it does not fully address the unique challenges posed by AI technologies. For 

example, the proposed legislation does not address key issues in considering algorithmic bias, 

transparency, or accountability within AI systems necessary for fair and responsible operation. 

In comparison, countries such as the European Union and the United States have made tremendous 

progress in drafting legislation that addresses the intersection of data privacy and algorithmic 

responsibility in artificial intelligence. The EU's AI Act, for example, establishes a risk-based regulatory 

framework that classifies AI applications according to their potential impact on basic rights and societal 

values. This proactive strategy provides a road map for India to follow as it looks forward  to 

changes/interpretation in its cyber laws to address the challenges of AI technologies. 

 
6 Marda, V., 2018. Artificial intelligence policy in India: a framework for engaging the limits of data-driven decision-making. Philosophical Transactions of 

the Royal Society A: Mathematical, Physical and Engineering Sciences, 376(2133), p.20180087. https://doi.org/10.1098/rsta.2018.0087  
7 Ghillani, D., 2022. Deep learning and artificial intelligence framework to improve the cyber security. Authorea Preprints. 

https://www.authorea.com/doi/pdf/10.22541/au.166379475.54266021  
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10.1 HOW CAN DATA BREACHES HAPPENS IN AI MODELS: 

• Insecure Data Storage: Ai system needs massive amount of data for training, testing and validation. 

if data is stored insecurely, it can easily be breached. Hackers might exploit these weaknesses to access 

sensitive data like personal information or health records or any financial details. 

• Weak Api (Application Programming Interface) endpoints deployed by AI: poorly secured Api 

might be vulnerable for attacks; attackers might retrieve sensitive data inject malicious data or perform 

any actions where ai might not intended to handle. (unauthorized access) 

• Data poisoning: an attacker or a hacker might inject malicious data into ai model’s training set, 

thereby corrupting the training process and causing to behave in an unintended way.  

• Insecure third-party integrations: Many ai system rely upon third party servers for any reliable 

information. if these third-party components are not properly secured or compromised, they can serve 

as a weak link in the system, leading to data breaches. 

Data breaches in ai systems may occur through insecure handling, malicious attacks on AI models. thereby 

a security measures must be included such as encryption, rigorous access controls and regular auditing is 

essential  

 

11. THE INTERSECTION OF DATA PRIVACY AND ALGORITHMIC ACCOUNTABILITY 

The rapid advancement of artificial intelligence (AI) technologies puts questions on various data privacy 

and accountability questions in algorithms at the forefront. 

As AI systems increasingly make decisions that impact individuals and society, it is essential to explore 

how these two concepts intersect, particularly within the context of legal frameworks governing AI in 

India. 

11.1. Data Privacy: A Fundamental Concern 

Data privacy refers to individuals' rights to control their personal information, including how it is collected, 

processed, and shared. In the AI era, where vast amounts of personal data are harnessed to train algorithms 

and enhance decision-making, ensuring robust data privacy protections is paramount. The collection and 

utilization of personal data without informed consent can lead to significant risks, including identity theft, 

surveillance, and loss of autonomy.8 

The proposed Digital Personal Data Protection Act for India remains one of the most excellent regimes, 

focusing on providing a comprehensive legislative framework for personal data protection. Currently, AI 

systems do not provide transparent information about their internal workings. This means that humans 

cannot get insight into how they utilize data, which leads to an uncertain impact of an individual's data 

processing due to algorithmic complexities, as well as transatlantic considerations about transparency and 

responsibility. 

11.2. Algorithmic Accountability: Ensuring Responsibility 

Algorithmic accountability demands the establishment of mechanisms that should ensure the 

accountability of AI developers and operators for choices made by these systems. It has several key 

dimensions, which include clarity regarding the algorithmic processes, the attention given to bias in data 

and algorithms, and addressing any problems where AI systems may go wrong. 

 
8 Kaminski, M.E., 2018. Binary governance: Lessons from the GDPR's approach to algorithmic accountability. S. Cal. L. Rev., 92, p.1529. 
https://heinonline.org/hol-cgi-bin/get_pdf.cgi?handle=hein.journals/scal92&section=49&casa_token=QMWl4F8q4ocAAAAA:qtT8-

edReDicArMsUHt87VcyotKEujs1EtX6sHHP5NsgFsEjFcCQN56hckM_u3Emm1XzrRzAmRo  
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In the absence of accountability measures, the deployment of AI can lead to unfair or biased outcomes 

that end up leading to higher social inequality levels. For instance, the biased data developed from the 

training of an AI system meant to be used in the hiring process would continue the biases against particular 

sections of people. There is thus a basis that forms accountability structures when it comes to AI systems 

behaving fairly, along with mechanisms to keep track of the biases and correct them.9 

11.3. The Interplay Between Data Privacy and Algorithmic Accountability 

The intersection of data privacy and algorithmic accountability is particularly significant in the context of 

AI. In that sense, if accountability in the AI system is not put in place, then those systems can compromise 

data privacy. For example, without transparency or oversight in the processing of your data by an AI 

system, it will be difficult to hold the developers accountable for misuse or breaches of privacy. 

Furthermore, the absence of accountability in AI systems could undermine people's trust in them, leading 

to a refusal to give personal information. As a result, to benefit AI systems through data, individuals must 

be certain that their data will not be misused and will be adequately protected. As a result, an effective 

framework integrating data privacy and algorithmic responsibility will be essential for increasing public 

trust in AI systems. 

11.4. Global Perspectives and the Indian Context 

Globally, regulatory frameworks are increasingly recognizing the importance of both data privacy and 

algorithmic accountability. For example, the General Data Protection Regulation in the European Union 

asserts that data rights belong to the individual but also it encourages organizational actors to take 

responsibility for their actions. The EU AI Act attempts to "establish clear accountability obligations for 

high-risk AI applications.". 

In India, the idea of trying to balance data privacy and AI accountability requires a solid interpretation of 

existing legal framework that reconciles two disparate norms: those related to the regulation of data 

privacy and the accountability mechanisms for AI systems. Such an approach would mean fine-tuning the 

existing laws of each country and borrowing the best international practices in this area to design a holistic 

approach to governing AI. 

 

12. COMPARATIVE ANALYSIS OF GLOBAL LEGAL FRAMEWORKS 

The comparative analysis of global legal frameworks for AI highlights the diverse approaches taken by 

different regions to address the challenges posed by emerging technologies. The EU's comprehensive, 

risk-based framework, the U.S.'s sector-specific regulations, and the UK's balanced strategy provide 

valuable lessons for India as it seeks to refine its cyber law framework. By integrating the best practices 

from these frameworks, India can develop a cohesive legal approach that effectively addresses the 

intersection of data privacy and algorithmic accountability, paving the way for responsible AI deployment 

in the country. 

12.1. European Union: Holistic Approach 

European Union is also adopting an active role by formulating a comprehensive legal framework for AI. 

GDPR: Perhaps it is the first legislation to regulate data protection in the EU and privacy. It came into 

effect in 2018. Individuals have strong rights to data protection like access rights for personal data and, 

the right to rectification and erasure. The right to be forgotten is sometimes referred to as the right to 

 
9 Goodman, E.P. and Trehu, J., 2022. Algorithmic Auditing: Chasing AI Accountability. Santa Clara High Tech. LJ, 39, p.289. 
https://heinonline.org/HOL/Page?handle=hein.journals/sccj39&div=16&g_sent=1&casa_token=jFKhGRLB6dkAAAAA:QHK-Aaxh0wcgDjEFvluHI6IN8-

mSXRURLL4osD80UY4BA715x7H1hlNUChsYJbxso9SqQfJOn9o&collection=journals  
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erasure. Transparency and accountability are going to take precedence under the GDPR while processing 

data. The measures to be adopted regarding the information that such organizations concerned will make 

available about the acquisition and use of personal data must be evident. 

AI Act: In April 2021, the European Commission proposed the AI Act to target four risk levels of AI 

technologies. The Act categorizes the applications of AI across four tiers based on different levels of risk: 

unacceptable, high, limited, and minimal risks each with its specific regulatory requirements. The high-

risk AI systems, whether related to law enforcement or healthcare, should comply with much stronger 

requirements regarding transparency, risk assessment, and human oversight. In this regard, there is a risk-

based approach focused on ensuring that there are mechanisms for accountability, among other things, 

mainly in the case of systems that have high societal risks. 

12.2. United States: A Sector-Specific Approach 

This is in contrast to a holistic regulatory framework noticed in the EU. The United States has, in that 

regard taken on a fragmented, sector-specific approach for the regulation of AI. 

Sector-Specific decisions: In the United States, there are regulations that target specific sectors and have 

varied regulatory jurisdiction over AI technologies. For example, the Federal Trade Commission (FTC) 

supervises misleading activities and unfair competition, which can be found in advertising and consumer 

protection using AI technologies.  

Proposed Legislation: While there is no unifying framework for AI in the United States, various 

legislative recommendations have been made regarding accountability criteria. The Algorithmic 

Accountability Act, for example, was suggested to create a requirement in Congress that firms publish the 

evaluation of their automated decision-making systems toward identifying biases and discrimination and 

remedying them. 

12.3. United Kingdom: From GDPR to the Innovation of AI 

The UK approach to regulating AI is a balance between the GDPR's approach regarding protecting privacy 

and the necessity for innovation in the development of AI. 

Data Protection Act 2018: This act is infused within the UK law with principles of the GDPR, 

highlighting the data privacy rights in the country. It provides individuals with huge control over their data 

while still creating space for organizations to harness the data for developing AI. 

The UK government has also taken steps forward on projects seeking innovations in AI. Ethical AI 

development holds the attention of this government. Center for Data Ethics and Innovation advises the 

government regarding the ethics that surround AI and supports appropriate data use in a manner that 

encourages ethical analysis while creating a balance between innovation and privacy.10 

 

13. PRODUCT LIABILITY FIXATION: 

Product liability law in India governs the liability of manufacturers, distributors, and retailers for any harm 

caused to consumers by defective or dangerous products. The law aims to protect consumers and hold 

manufacturers responsible for products that they knew or should have known were unsafe.  

(OR) 

A product liability model refers to a legal framework that holds manufacturers, distributors, suppliers, 

and retailers accountable for any injuries or damages caused by a defective or dangerous product. 

 
10 Pop, M., 2024. Legal Frameworks for Artificial Intelligence: A Comparative Analysis of Romania, the European Union, and International Perspectives. JL 

& Admin. Sci., 21, p.75. 
https://heinonline.org/HOL/Page?handle=hein.journals/jladsc21&div=11&g_sent=1&casa_token=BlUJqA9mbBYAAAAA:tvxhLJX7LpqzOWc54XCMFX5

3khBhSVGoe5VHByHICwMcfoHmdE3ETMy2-xwN4dSxWGTYDGR_V4M&collection=journals  
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13.1. Types Of Defects in AI: 

• Manufacturing Defects: These occur during the production process, making the product dangerous 

even if it meets design specifications. 

• Design Defects: These are inherent flaws in the product design that make it unsafe, even if 

manufactured perfectly. 

• Marketing Defects: Often called "failure to warn," this involves inadequate instructions or warnings 

about potential risks associated with the product. 

13.2. Damages Which Can Be Rewarded: 

• Compensatory Damages: For direct losses like medical expenses, lost income, and pain and 

suffering. 

• Punitive Damages: These are awarded in cases of severe negligence or wilful misconduct to punish 

the responsible party and deter future misconduct. 

13.3. Establishing Accountability Across the Ai Lifecycle 

• Define Responsible Parties: Clearly identify accountability for each stage in the AI lifecycle—

developers, data providers, deployers, and end users. Each entity may have a role in the AI's 

functioning, and liability should reflect this distribution. 

• Shared Liability Model: Implement a shared liability framework that distinguishes responsibilities 

among AI stakeholders (e.g., developers for programming errors, deployers for improper 

implementation, data providers for biased or inaccurate data). 

13.4 Addressing Different Types of Defects In Ai 

• Training Data Defects: Consider training data as a potential source of “manufacturing defects” if the 

data is biased or flawed. Liability may fall on the data provider if data quality directly affects AI 

behaviour. 

• Algorithm Design Defects: Design defects occur if the model architecture or choice of algorithms 

leads to harmful outcomes. Developers may be held liable for such design flaws. 

• Implementation and Deployment Defects: Deployment can influence AI behavior, especially when 

the AI system is integrated with other software. The deployer might be liable if the AI fails due to 

improper implementation or configuration. 

13.5 User and End-Consumer Protections 

• Product Warnings and Usage Guidelines: Just as with traditional products, require AI developers 

and deployers to provide clear usage guidelines and warnings for potential risks, helping users 

understand AI limitations. 

• Informed Consent: In scenarios where AI directly impacts users (e.g., in healthcare), ensure that 

consumers are informed about AI’s role in decision-making, including potential risks and limitations. 

Interpretation to Section 2(33) "product", Section 2(34) "product liability", Section 2(36) "product 

manufacturer", Section 2 (37) “Product seller,” Section 2 (38) "product service provider" are also 

necessary in addressing the product liability model  

 

14. ADDRESSING RESEARCH QUESTIONS: 

14.1. ISSUE NO.1: How does India’s existing legal framework address the overlap between 

algorithmic accountability and data privacy in AI systems? 

India’s existing legal framework primarily revolves around the Information Technology Act, 2000 (IT 

Act) and the proposed Digital Personal Data Protection Act. While the IT Act addresses various aspects  
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of cyber law, its provisions are somewhat limited in specifically addressing algorithmic accountability. 

• IT Act Provisions: While the IT Act has restrictions on data protection and cybersecurity, it lacks 

explicit recommendations on algorithmic responsibility, such as the need for transparency in AI 

decision-making processes or developers' accountability for AI-generated outcomes. 

• The Digital Personal Data Protection Act intends to protect data privacy rights in India by 

establishing guidelines for data processing and consent. However, it may not fully address the 

intricacies of algorithmic decision-making, such as how to ensure that individuals understand how 

their data is utilized in AI systems. 

• Intersection Challenges: Investigate how present laws fail to properly balance data privacy rights 

with the need for accountability in algorithmic procedures. For example, it may be difficult to 

establish accountability for biased outcomes generated by AI systems while protecting data privacy 

rights. 

14.2. ISSUE NO.2: How can India’s Consumer Protection Act be adapted to hold Artificial 

Intelligence systems accountable as "products" under product liability provisions, and what legal 

challenges could arise from this approach? 

To adapt India’s Consumer Protection Act (CPA) for AI, it would require defining AI systems as 

"products," making their manufacturers, developers, and distributors legally liable for harms or 

malfunctions resulting from AI operations. This would mean that when an AI system causes physical, 

financial, or emotional harm, affected consumers could seek redress under product liability provisions. 

However, legal issues may arise as a result of the vagueness in determining accountability for complex AI 

systems, particularly when algorithms evolve autonomously over time or several stakeholders are involved 

in development.  

To avoid confusing or inconsistent liability findings, straightforward criteria for what constitutes a "defect" 

in AI performance must be established. Furthermore, this adaptation may necessitate interpretation to 

define jurisdiction and limitations for AI-related issues, ensuring that consumer protections remain 

effective. 

14.3. ISSUE NO.3: How can global best practices be adapted to India’s unique legal, social, and 

technological environment to develop a cohesive AI regulatory framework? 

Several considerations go into the adaptation of best practices in global governance to the Indian context. 

Risk-Based Regulation: Building on the EU AI Act, an inspiration in most areas, India can accept a risk-

based regulatory framework separating AI applications by whether they are considered 'high-risk' or not 

or lying somewhere in between. Thus, it could insist on the most regulation in fields that pose the highest 

risk and remain adaptable in those of lower risks. 

Incorporating Ethical Guidelines: India can benefit from the ethical frameworks developed in other 

regions, such as the UK’s approach to ethical AI.  

• These guidelines can inform the development of regulations that prioritize fairness, transparency, and 

accountability in AI systems. 

Public Engagement and Awareness: Building on best international practice, India may employ programs 

aimed at increasing public awareness of data privacy rights and the impact of AI technologies in society.  

• General stakeholder involvement in the regulatory process can then ensure that the framework 

delivered does respond to the needs of the public. 

Flexibility and Adaptability: The interpretation to specific regulatory framework must be structured for  

rapid technological progress. As AI technologies advance, it may be necessary to make procedures for ra- 
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pid improvements to AI rules and laws. 

Capacity Building: Training for regulators, developers, and users on AI technologies and their 

implications can help ensure that the legal framework is effectively implemented and enforced.  

• Collaborating with global organizations can facilitate knowledge sharing and capacity building in this 

area. 

 

14. RECOMMENDATION: 

In my opinion, these below recommendations are not just important actions, but also the foundation for a 

future-ready, balanced regulatory environment for AI in India. By addressing both data privacy and 

algorithmic responsibility, we can ensure that AI's development is as responsible as it is creative, allowing 

us to embrace the future without stumbling over ethical and legal barriers.  

1. Interpretation to Section 43A: Interpreting Section 43A (Reasonable security practices) to include 

liability for harm caused by AI, specifying who is accountable (developers, deployers, or data 

controllers) for biased or harmful AI outcomes. It should also mandate transparency in the processing 

and decision-making functions of AI systems. 

2. Interpret the Consumer Protection Act to Define AI as a “Product”: Interpret the Consumer 

Protection Act to explicitly include AI systems and applications within the definition of “products.” 

This change would allow AI providers to be held liable for harms caused by AI products under product 

liability provisions, helping to protect consumers from flawed or biased AI systems. 

3. Risk-Based Regulation: Adopt a risk-based regulatory approach similar to the EU’s AI Act, 

categorizing AI applications based on their potential impact. High-risk sectors like healthcare, law 

enforcement, and financial services should have stricter oversight of AI use, ensuring data privacy and 

algorithmic fairness. (Global Comparative study) 

4. Algorithmic Audits and Accountability Frameworks: Introduce mandatory algorithmic audits and 

accountability frameworks for AI systems, ensuring that AI models are regularly assessed for 

transparency, fairness, and compliance with data protection laws. This would enhance both 

transparency and trust in AI technologies (For Public Trust) 

 

15. CONCLUSION: 

In conclusion, this study highlights the critical need for India’s cyber law framework to evolve to address 

the growing challenges posed by artificial intelligence. The intersection of data privacy and algorithmic 

accountability remains underexplored, creating gaps in both regulatory oversight and legal protections. By 

adopting global best practices, updating existing laws, and implementing AI-specific safeguards, India can 

ensure that AI is both innovative and ethical. A risk-based regulatory approach, enhanced transparency, 

and stronger data protection measures are essential to balance technological progress with the safeguarding 

of individual rights and public trust. 

It's time for India’s laws to stop playing catch-up and start leading the charge. i.e., to take a more proactive 

approach than reactive approach to upcoming issues with stronger safeguards, a dash of transparency, and 

a sprinkle of accountability, we can give AI the wings to soar while keeping its feet firmly on ethical 

ground. After all, we want AI that’s smart—not shady! We can whistle our way to a world in which 

technology safeguards our rights rather than confuses them if we get the legal alignment right. This study 

makes sure that AI shouldn’t just think fast but also think fair—because a future without fairness is just a 

glitch in the matrix! 
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