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ABSTRACT  

This study entitled Enhancement of Random Forest Algorithm Applied to SMS Fraud Detection aims to 

enhance the algorithm's ability to manage imbalanced datasets and minimize false negatives in classifying 

fraudulent messages. Random Forest is a powerful machine learning algorithm that builds multiple 

decision trees from randomly selected subsets of features and data. However, its performance can decline 

when dealing with imbalanced datasets, often leading to misclassification of the minority class. To address 

this, Spectral Co-Clustering was integrated to generate cluster-based features, revealing hidden patterns 

within the data. Initially, text features are transformed into numerical vectors using TF-IDF. To improve 

data quality, dense rows and columns are retained in the dataset. Furthermore, class weights are adjusted 

during the training of the Random Forest classifier to mitigate the effects of data imbalance. The results 

demonstrated a 1% rise in accuracy (from 97% to 98%), a 4% increase in the F1 score for the minority 

class (from 88% to 92%), and a 6% improvement in recall (from 79% to 85%). Consequently, the findings 

improved the capability of the enhanced Random Forest classifier in effectively distinguishing between 

authentic and fraudulent SMS messages, thus providing a cost-effective and efficient approach for 

boosting the performance of SMS fraud detection systems. 

 

Chapter One 

INTRODUCTION 

1.1 Background of the Study 

SMS or "Short Message Service" is a communication technology that is widely used for transmitting 

written messages to mobile phones. Text messages remain the main form of our communication despite 

all the new information and communications the digital era has given us. It's a quick and simple method 

to stay in contact with family, colleagues, and friends. However, this comfort is tempered by a developing 

challenge: SMS fraud, or smashing. This type of fraud has extensive ramifications, ranging from 

infringements on personal privacy to substantial financial costs, and presents a clear danger to both 

individuals and organizations (Sakharova, 2012). SMS spamming has become a major nuisance to mobile 

subscribers given its pervasive nature. It incurs substantial costs in terms of lost productivity, network 

bandwidth usage, management, and raid of personal privacy (Lambert, 2003). These falsified messages 

aim to trick their receivers into disclosing personal information, opening harmful links, or downloading 

malware that can corrupt or steal data from their devices.  

SMS fraud, additionally referred to as mobile fraud, is a main challenge within the cybersecurity zone. 

The big use of mobile devices and the considerable adoption of SMS as a communication medium has 

made SMS fraud an appealing target for cybercriminals. The inclusion of co-clustering allows for detailed 

analysis of different data concepts, enabling the detection of hidden connections, fraudulent SMS 
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messages, and indicative patterns. Machine learning has risen as a formidable force in fraud detection, 

with randomized decision forest methods, or "random forests," identifying themselves as particularly 

effective in this arena. Random forests utilize a collection of decision trees to produce a more accurate 

and stable prediction by averaging results, which is crucial in mitigating the ever-evolving threat of 

fraudulent activities (Alkhateeb & Maolood, 2019). 

Their resilience to missing values and outliers further solidifies their suitability for dealing with the 

irregularities typical of real-world datasets (Grandstaff & Solsma, 2019). This approach offers several 

advantages. Random forests by averaging predictions from multiple trees reduce variance, resulting in 

models that better generalize the unobserved information. This is important for fraud detection, as 

fraudsters are constantly developing new techniques. 

Spectral co-clustering is a data mining approach that finds similar underlying patterns in data analyzed 

from many perspectives. This method enables the identification of co-occurring features that, when found 

together, may represent a high likelihood of fraud (Nanduri et al., 2020). Imagine analyzing message 

content, sender information, and the presence of URLs as separate modalities in SMS fraud detection. 

Spectral co-clustering could then uncover hidden connections between these features, revealing patterns 

indicative of fraudulent messages. For instance, messages containing specific keywords that also originate 

from suspicious senders and include URLs might form a co-cluster that strongly suggests a scam attempt. 

Using spectral co-clustering and random forest algorithms, a proposed study aims at robust and accurate 

SMS detection, developing a fraud detection model. This study addresses the need for an effective fraud 

detection strategy to combat the increasing fraud in today’s digital environment. The effectiveness of 

random forest algorithms in SMS fraud detection has been widely recognized in the field of cybersecurity. 

Random forests demonstrated the ability to deal with the complexity and irregularities of real-world data 

sets, making it a suitable method for detecting fraudulent activities but the proposed spectral co-clustering 

will include random forests to further enhance fraud detection. 

This new approach allows for a continuous analysis of deeper data perspectives and enables the 

identification of combinations and hidden patterns of fraudulent activity (Jing et al., 2020). By combining 

spectral co-clustering with random forest algorithms, the research aims to improve the accuracy and 

efficiency of SMS fraud detection (Du et al., 2021). 
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1.2 Pseudo Code of Existing Algorithm 

Input:  

  - Dataset D with features X and labels Y 

  - Number of trees N 

  - Number of random features F 

Output:  

  - Random Forest model (a collection of N trees) 

Procedure: 

1. For each tree (from 1 to N): 

   a. Create a bootstrap sample from dataset D. 

       b. Train a decision tree on this sample:                           

      i. At each split, randomly select Features from the full set of features. 

      ii. Choose the best feature and split point from the F-selected features. 

     iii. Continue splitting until a stopping condition is met (e.g., maximum depth or pure 

node).                                               SOP #1 

2. Store all N-trained decision trees. 

Prediction (for a new instance X_new): 

  a. For each tree in the forest, get the tree's prediction. 

  b. For classification: 

     - Take the majority vote from all tree predictions. 

  c. For regression: 

     - Take the average of all tree predictions. 

Return: 

  - Final prediction (majority vote for classification, average for regression). 

Figure 1 Pseudo Code of Existing Algorithm 

 

1.3 Statement of the Problem 

With the growing extent of AI technologies in the field of cybersecurity, the improvement of the Random 

Forest algorithm for SMS fraud detection becomes inevitable. This technique is commonly used as a tool 

in banking for example for the identification of customer loan risks, in medicine for the identification of 

illness trends, to classify different types of land use, and to analyze product development trends in the 

market.  

However, it faces several challenges that limit its effectiveness. The main challenges pointed out are: 

1. Unbalanced datasets lead to inaccurate predictions. 

Unbalanced datasets result in wrong predictions, which makes recognizing minority classes a challenge 

and enhances the chances of false negative outcomes. 

 

1.4 Objective of the Study 

1.4.1 General Objective 

In confronting the growing sophistication of SMS-based fraud, it is crucial to advance our technological 

defenses to match the agility of smishing schemes. Additionally, it also attempts to provide a more reliable 

and efficient method of identifying SMS Fraud that spreads. 
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1.4.2 Specific Objectives 

The objectives of this study in enhancing the Random Forest algorithm are centered around the following  

aims: 

To implement the Spectral Co-Clustering technique, the algorithm should emphasize the feature selection 

phase and account for nonlinear dependencies to enhance classification accuracy, especially for 

unbalanced datasets. 

 

1.5 Significance of the Study 

The result of this study will benefit the following: 

Students: This study educates students on how to safeguard themselves from text message scams. What 

is more, it familiarizes them with various forms of fraud and explains to them how to keep their personal 

information protected. 

Teachers: Teachers can employ the study to make students be able to know about the phone scams and 

demonstrate to them the practices of being alert against them. 

Cybersecurity Experts: Cybersecurity experts can use the findings to build better systems that catch 

fraud early, keeping people and businesses safe from online risks. 

Companies: Businesses can use the results to improve their security measures and ensure that their 

customers’ information is protected from fraudsters. 

Future Researchers: This study provides a base for future research on SMS fraud detection. Future 

researchers can use these insights to develop even better methods for finding and preventing fraud. 

General Public: Mobile phone users will benefit from better fraud detection systems, making them less 

likely to fall victim to SMS fraud, which helps create a safer digital world. 

Overall: This research helps raise awareness and improve cybersecurity policies, contributing to a safer 

environment for everyone involved. 

 

1.6 Scope and Limitations 

This study centers on the greater identification of SMS scams or what is commonly known as smishing, 

which are directed at mobile phone consumers through deceptive text messages. It exploits machine 

learning techniques, which are random forest algorithms with spectral co-clustering, to better the accuracy 

of fraud detection in mobile communication channels. By concentrating on SMS fraud, the research aims 

to refine detection strategies and combat the rising threat of fraudulent activities. Additionally, it explores 

how spectral co-clustering enhances the identification of fraudulent patterns within SMS data. 

However, the study has limitations. It solely addresses SMS fraud detection, excluding other cyber fraud 

forms targeting different channels or exploiting varied vulnerabilities. Moreover, its effectiveness depends 

on factors like data quality, quantity, and representativeness, which may limit its generalizability to all 

SMS fraud scenarios. Cybercriminal tactics constantly evolve, potentially affecting the study's findings. 

Despite limitations, this research lays the groundwork for advancing SMS fraud detection and 

cybersecurity. It contributes to strengthening digital defenses against fraudulent activities in mobile 

networks. Additionally, insights from the study may inspire further research and innovation, fostering the 

development of more robust fraud detection systems. Ultimately, it aims to enhance resilience against 

SMS fraud, creating a safer digital environment for mobile communication. 
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1.7 Definition of Terms 

Feature Selection - Feature selection refers to a careful process of identifying and retaining relevant 

attributes in a data set to develop a robust predictive model. In SMS fraud selection, careful feature 

selection plays a vital role in terms of fraud detection in increasing the accuracy and profitability of the 

systems. 

Machine Learning Algorithms - Machine learning algorithms use computational strategies to allow 

systems to learn autonomously from data and eventually make informed decisions. 

Random Forest Algorithm - The random forest algorithm represents a machine learning technique that 

harnesses an ensemble of decision trees to generate accurate predictions through a process of result 

averaging. Notably, its adaptability to handling missing data values and outliers within complex real-world 

datasets renders it particularly effective in combating fraudulent activities. 

SMS (Short Message Service) - Short message/message service, usually SMS. It uses standardized 

communication protocols that allow mobile devices to exchange short messages. 

SMS Fraud (Smishing) - SMS fraud, also called smishing, is using fraudulent messaging to show 

sensitive personal information, get entry to malicious links, download harmful software programs, or trick 

recipients. This fraudulent activity carries full-size risks for individuals and agencies, consisting of privacy 

breaches and enormous economic losses. 

Spectral Co-clustering - Spectral co-clustering stands as a data mining methodology designed to uncover 

similar underlying patterns within datasets analyzed from diverse perspectives. By identifying cohesive 

feature groupings indicative of potentially fraudulent behavior, this approach offers invaluable insights 

into concealed connections within SMS data. 

Unbalanced Datasets - Unbalanced datasets characterize data collections wherein instances within each 

class exhibit significant disparities in representation. Addressing the challenges posed by unbalanced 

datasets is imperative for refining the classification accuracy of fraud detection models, ensuring equitable 

performance across diverse data distributions. 

 

Chapter Two 

REVIEW OF RELATED LITERATURE 

This section examines and discusses existing literature, articles, and studies related to enhancing the 

Random Forest Algorithm. The authors drew upon a variety of resources, including books, journals, PDFs, 

eBooks, and online materials, to collect the required information. 

2.1    Review of Related Literature 

2.1.1 SMS Fraud 

SMS fraud, alternatively referred to as smishing, which is a term for when this offense is committed 

through text messages, has become a critical issue in cybersecurity within the digital communication 

sector. Cybercriminals utilize SMS as a reliable medium that is trusted by users, and they can thus send 

misleading links that will impersonate websites and ask for the personal information or passwords of 

victims to be redirected. Sakharova (2012) states that these malicious activities often cause users to lose 

money or invasion of privacy. The rise in smishing scams has become a major issue, with fraudsters 

impersonating trustworthy entities, such as banks, postal service operators, or government agencies, 

becoming more and more frequent. In the form of junk messages sometimes create excitement and make 

people believe rewards are at hand, or they defuse suspicion of being a scam by saying they are addressing 

security concerns, which makes victims act hastily without analyzing the dangers they might face. 
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The scope of smishing is vast and continues to expand. A 2023 report by Enea revealed that between 19.8 

and 35.7 billion fraudulent SMS messages were sent globally, constituting nearly 5% of international SMS 

traffic. These attacks caused financial losses surpassing $1.16 billion, with many businesses being 

impersonated in these scams, resulting in both direct financial damage and reputational harm. Common 

examples of smishing include fake bank alerts, parcel delivery notifications, and prize-winning messages, 

all designed to exploit users' trust in SMS. Researchers, such as Jain et al. stress the need for advanced 

detection methods, including machine learning algorithms, to identify and prevent hybrid smishing 

attacks, which combine traditional phishing tactics with more sophisticated social engineering. Public 

awareness campaigns and robust security measures like SMS filtering and malware protection are also 

critical components in combating the growing threat of smishing. 

The impact of smishing extends beyond financial loss, eroding user confidence in mobile communication 

channels and posing significant risks to personal data security. As mobile device usage continues to grow, 

it is increasingly important to implement comprehensive strategies—spanning technological solutions, 

regulatory measures, and user education—to protect against this evolving form of cybercrime 

As mobile communication remains essential, especially in areas with limited internet access, the need for 

robust fraud detection systems has intensified. Machine learning (ML) models, particularly ensemble 

models, have acquired massive popularity over the years in response to this challenge, mostly due to their 

performance in detecting sophisticated fraud patterns. 

2.1.2 Random Forest Algorithm 

The Random Forest (RF) algorithm, developed by Breiman in 2001, has evolved into one of the most 

robust and versatile machine learning methods, significantly enhancing classification and regression tasks 

across various domains. RF builds upon the principle of decision trees but addresses many of their 

limitations through its ensemble approach. By creating multiple trees using random subsets of the data 

and features, RF reduces the variance that typically plagues individual decision trees, leading to more 

stable and reliable predictions. 

This methodology, known as bagging (bootstrap aggregating), combined with random feature selection at 

each split, helps create diverse trees that collectively produce more robust predictions than any single tree 

could achieve. Breiman’s work was pivotal  

in establishing RF as a powerful ensemble method that combines multiple decision trees to produce more 

accurate predictions and resist overfitting. His research also found that the performance of RF was 

consistent in different data forms, such as complex data with high-dimensional structure, records with 

missing values as well as those that are noisy. 

RF's capability to manage seamlessly various data types-numerical, categorical, and even data with 

missing values—along with its simplicity and low-level hyperparameter tuning is the main reason why it 

is despite so many machine learnings. Besides that, the algorithm includes feature-importance measures 

that are beneficial in selecting the most important variables in the model, which often helps in better 

decision-making. However, as noted by Siji George C.G. et al. (2020), the success of RF heavily depends 

on fine-tuning hyperparameters, particularly in specialized applications such as text classification. This 

fine-tuning can significantly improve accuracy and model performance. 

RF's capabilities, which include its resistance to high-capacity models and the ability to derive non-linear 

combinations of the input features, are the reasons why it is so successful in many applications. One of 

the most used of its applications is spam detection, in which the algorithm has been tested for over a 
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decade. It categorizes messages as spam or not spam and is the most well-known application. In a study 

by Kothapally Nithesh 

Reddy and Dr. Vijayalakshmi Kakulapati (2021), RF was applied to a dataset containing 9,324 records 

and 500 features, showing impressive accuracy in spam message classification. Likewise, Chen et al. 

(2020) exhibited that the RF was better than other classifiers such as Support Vector Machines (SVM) 

and K-Nearest Neighbors (KNN) with an astonishing 98.57% accuracy using feature selection methods 

like Recursive Feature Elimination (RFE) and Boruta. 

Security is another area where RF has also shown itself to be strong and irreplaceable. Balim C. and Gunal 

E. (2019) employed RF to detect phishing attacks  

targeting mobile users, achieving high accuracy in identifying malicious messages. Verma (2023) used 

RF for phishing detection in instant messaging, reporting a 99.2% accuracy rate when combined with 

natural language processing (NLP) techniques, such as TF-IDF. This underscores RF's precision in 

handling text-based classification tasks, particularly in the domain of phishing detection. 

RF has also proven effective in structural engineering applications, including the prediction of 

compressive strength in concrete. Li and Lin (2021) applied RF for compressive strength prediction in 

basalt fiber-reinforced concrete, where the model showed high accuracy in predicting strength based on 

factors like fiber content and curing conditions. 

Feature selection remains a key consideration in machine learning tasks involving high-dimensional data. 

Pavaiyarkarasi and Manimegalai (2020) proposed a novel feature selection criterion that improves RF 

performance by identifying the most relevant features from large datasets. This approach reduces 

computational complexity and enhances the overall accuracy of the model, making it particularly 

beneficial in applications with many input variables. 

 Further, RF has been successfully applied in remote sensing for urban tree classification. Guo and Zhang 

(2021) used RF for the classification of urban trees based on object-oriented image analysis, demonstrating 

its effectiveness in processing multispectral data for classification tasks. RF has also proven to be a 

powerful tool in the detection of fake news. 

Mahmud, Shaeeali, and Mutalib (2021) discovered that the RF model was more competent than other 

machine learning models, namely Naïve Bayes and Logistic Regression, for fake news detection. 

Natarajan et al. (2021) suggested a hybrid method along with RF and the Gravitational Search Algorithm 

(GSA), which superseded traditional techniques in identifying fraudulent news, and thus, RF's flexibility 

in coping with machine learning issues of the future is seen. 

In agriculture, RF has been used for predicting crop yields and assessing soil quality. Liakos et al. (2018) 

utilized RF in the field of agriculture that deals with the precision of farming to forecast wheat yields 

based on environmental data, through which they were able to confirm and suggest its reliability as a tool 

for crop survey function prediction. The RF model appeared to be better than other models, e.g. Support 

Vector Regression (SVR) and Artificial Neural Networks (ANN). This was particularly true when working 

with non-linear data, where deep learning algorithms were used. 

RF has also been employed in the healthcare sector for disease prediction and patient diagnosis. In a study 

by Breiman (2001), RF was utilized for predicting the risk of heart disease, where it outperformed 

traditional statistical models. The newer study done by Ahmed et al. (2020) evaluated RF's position in the 

context of disease diagnosis with a particular focus on diabetes, demonstrating its explanatory potential 

based on clinical indicators. The research revealed that RF can dominate complicated, large-scale medical 
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data and yield high-accuracy predictions, which in turn evolve into a very handy tool in the diagnostic 

process in the healthcare sector. 

The application of RF extends to domains such as cloud computing as well. Ayele and Gunasekaran (2020) 

applied RF to predict the performance of cloud computing services, focusing on key metrics like latency 

and throughput. Their study demonstrated RF's ability to handle large and complex datasets, providing 

accurate predictions crucial for optimizing cloud services. 

The Random Forest algorithm stands on top as the most reliable and adaptable method across many 

sectors. From spam detection and cybersecurity to structural engineering, agriculture, and fake news 

detection, it is the most reliable and versatile machine learning technique to be applied in a wide range of 

areas. The Hyperparameter tuning, feature selection, and model interpretability research are the three 

major aspects that are being worked on to improve its performance. Besides these, the creation of a clear 

and coherent machine learning models is an area of research with some developments. In other words, due 

to the advancement of machine learning, complex real-world problems are now more efficiently solved. 

As more domains adopt RF for predictive modeling and classification tasks, its importance in machine 

learning and data science continues to grow. 

2.1.3 Spectral Co-Clustering 

Spectral Co-Clustering (SCC) has gained significant attention in various fields due to its ability to 

simultaneously cluster both rows and columns of a data matrix, making it especially useful for applications 

such as network analysis, document clustering, and recommendation systems. In directed networks, Guo 

et al. (2023) introduced randomized spectral co-clustering algorithms to address the computational 

challenges of large-scale networks. They proposed two algorithms based on random projections and 

random sampling, which accelerated the co-clustering process for networks containing millions of nodes. 

Their results showed improved computational efficiency while maintaining high accuracy, proving the 

scalability of spectral co-clustering for large, complex data sets. 

Spectral Co-Clustering has also been explored in the context of multi-view clustering. In their work, Chen 

et al. (2020) combined spectral co-clustering with co-regularization to enhance the clustering performance 

in multi-view datasets. This method ensures consistency across different feature spaces, making it 

particularly effective in machine learning applications involving data with multiple views or modalities, 

such as image recognition or text classification. Their study demonstrated that this integrated approach 

provided better clustering quality compared to traditional spectral methods, which typically focus on 

clustering a single data source at a time 

Further advancements in spectral clustering have been made through randomization techniques. In a study 

by Guo et al. (2022), the authors introduced novel randomized spectral co-clustering methods to handle 

large-scale directed networks more efficiently. By incorporating randomization, they were able to speed 

up the process significantly without sacrificing the quality of the clustering, particularly in applications 

involving complex network structures like social media platforms or web graphs. Their research further 

confirmed the utility of spectral co-clustering in modern network analysis, where traditional methods often 

struggle to keep up with the sheer size and complexity of data. 

These studies, along with those from Li et al. (2019), proposed a spectral co-clustering approach for 

bipartite graphs to analyze collaborative filtering in recommendation systems, highlighting the increasing 

relevance and sophistication of Spectral Co-Clustering across different domains. Their work focused on 

improving the accuracy of recommendations by clustering both users and items simultaneously, enhancing 

the algorithm’s ability to detect patterns and make personalized recommendations. These advancements 
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demonstrate the growing importance of spectral co-clustering in handling large, high-dimensional, and 

complex data, offering solutions to challenges in a variety of fields from social networks to e-commerce 

and beyond. 

  

Chapter Three 

METHODOLOGY 

3.1 Enhanced Random Forest Pseudocode 

STEP 1 

1.1  Import necessary libraries. 

STEP 2 

2.1 Load the SMS dataset. 

2.2 Keep only the 'LABEL' (spam/ham) and 'TEXT' columns. 

2.3 Rename the columns for simplicity. 

STEP 3 

3.1 Convert 'LABEL' to numbers (e.g., spam = 1, ham = 0) using LabelEncoder. 

STEP 4 

4.1 Transform the 'TEXT' into numerical features using TfidfVectorizer.  

STEP 5 

5.1 Train a standard Random Forest model: 

● Split the data (80% train, 20% test). 

● Train a RandomForestClassifier on the training data. 

● Test it on the testing data. 

STEP 6 

6.1 Improve features using Spectral Co-Clustering: 

● Remove empty rows and columns. 

● Cluster similar features using SpectralCoclustering. 

● Select important features from the clusters. 

STEP 7 

7.1 Train an enhanced Random Forest model: 

● Split the improved data (80% train, 20% test). 

● Train a new RandomForestClassifier on this data. 

● Test it on the new test set. 

STEP 8 

8.1 Compare results for both models using classification_report. 

STEP 9 

9.1 Print and analyze the performance scores. 

 

3.2 Enhanced Random Forest  

The enhanced Random Forest Algorithm integrates Spectral Co-Clustering to improve accuracy, 

particularly in handling imbalanced datasets and reducing false negatives. These enhancements aim to 

address the algorithm's limitation in effectively distinguishing between classes when the dataset is 

unevenly distributed. By incorporating these techniques, the model is better equipped to identify subtle 

patterns in the minority class and reduce misclassifications. 
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Spectral Co-Clustering introduces a powerful preprocessing step that creates cluster-based features. These 

clusters highlight significant patterns within the data, improving the algorithm's ability to differentiate 

between authentic and fraudulent SMS messages. By focusing on relevant features, the model becomes 

more efficient and less prone to noise, ensuring a cleaner and more balanced feature space for training. 

Class weight adjustments further strengthen the Random Forest's ability to handle class imbalances. By 

assigning higher weights to the minority class during training, the algorithm prioritizes learning from these 

instances, reducing the likelihood of them being overlooked. 

 

 
 Figure 2 Snippet of Enhanced Random Forest Code 

 

Figure 2 demonstrates the implementation of Spectral Co-Clustering within the Random Forest. Spectral 

Co-Clustering is applied to group similar features into clusters, retaining only the most informative ones 

for training. Additionally, the class_weight='balanced' parameter is incorporated into the Random Forest 

Classifier, ensuring that the model appropriately addresses class imbalances. 

By integrating Spectral Co-Clustering, the enhanced Random Forest effectively mitigates its dependence 

on balanced datasets. Spectral Co-Clustering streamlines the feature set, focusing on significant patterns, 

and ensures that the minority class is treated with greater importance. Together, these methods improve 

the model's generalization capability, resulting in better accuracy, recall, and F1 scores, especially for 

detecting fraudulent SMS messages. This dual approach makes the model more robust and adaptable to 

diverse datasets. 

 

3.3 Data Gathering Procedure 

The researchers employed a systematic approach to creating a dataset of spam and ham messages, ensuring 

a structured process to evaluate the accuracy of classification  

models for text-based message identification. The dataset was divided into training and testing sets, 

consisting of messages with varying characteristics to represent diverse real-world scenarios. A total of 

10,905 messages were collected, with 5,572 used for training and 5,333 for testing. 
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Table 1: Breakdown of the Total Number of Messages 

Category Training Dataset Testing Dataset 

Spam Only Messages 747 466 

Ham Only Messages 4825 4844 

Total 5572 5333 

Table 1 presents a categorization of the training and testing datasets into the following classifications: 

spam only, and ham only. 

 

3.4 Data Sources and Assembly 

To ensure a representative dataset, messages were sourced from various spam and ham collections, 

including publicly available SMS datasets and email repositories. Messages were categorized manually 

by annotators to ensure accuracy. 

1. Spam Only Messages – Unsolicited promotional content or phishing attempts. 

2. Ham Only Messages – Legitimate, non-promotional communication. 

 

3.5 Data Analysis Procedure 

During the testing phase, the effectiveness of both an existing Random Forest and an enhanced Random 

Forest is evaluated based on their accuracy as represented by a confusion matrix. This matrix assesses the 

accuracy, precision, recall, and F1 Score concerning the algorithm's ability to correctly identify 

classifications within the dataset. 

1. True Positive (TP): This is identified when the model successfully detects the positive class (e.g., 

spam). 

3. True Negatives (TN): In these cases, the model correctly identifies the negative class (e.g., ham). 

4. False Positives (FP): These occur when a Type I error happens, where the model predicts the positive 

class even though the actual class is negative (e.g., classifying ham as spam). 

5. False Negatives (FN): These denote cases of Type II error, where the model mistakenly predicts the 

negative class, despite the true class being positive (e.g., failing to recognize spam as spam). 

 

3.6 Solution to the Problem 

To tackle the issues associated with distinguishing between spam and ham messages, particularly the 

misidentification of minority categories and the presence of sparse features within the dataset, Spectral 

Co-Clustering was utilized to enhance the feature selection mechanism. This strategy boosts the model's 

capacity to concentrate on pertinent features, thereby minimizing noise and optimizing classification 

effectiveness. 

The following procedures were carried out: 

3.6.1 Text Vectorization Using TF-IDF 

The text data was transformed using TfidfVectorizer, which allocates weights to terms according to their 

significance, diminishing the influence of commonly occurring yet less informative words.  

3.6.2 Feature Refinement with Spectral Co-Clustering 

The sparse TF-IDF matrix was normalized to eliminate rows and columns with zero sums, thereby lesse-     

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240632881 Volume 6, Issue 6, November-December 2024 11 

 

ning noise in the dataset.  

Spectral Co-Clustering was employed with n_clusters=5, organizing similar features into clusters based 

on shared occurrence patterns.  

A selection of the most significant features was obtained using the indices from a chosen cluster, reducing 

dimensionality and enhancing the signal-to-noise ratio in the dataset.  

3.6.3 Random Forest Classification 

A Random Forest classifier was created using the feature matrix that has been optimized, by taking proper 

care of the character imbalance with the help of class weights. 

The model was assessed for a different, independent test set by employing measures such as accuracy, 

precision, recall, and F1-score. 

3.6.4 Model Testing and Evaluation 

The performance of the standard Random Forest classifier (trained on the unrefined TF-IDF features) was 

compared with that of the improved model subjected to Spectral Co-Clustering.  

Evaluation indicators revealed that the Spectral Co-Clustering method enhanced recall and precision for 

minority classes (such as spam messages and mixed messages), effectively addressing the main challenge. 

 

3.7 Testing 

The performance of classification models is assessed using evaluation metrics, which provide insights 

into the model's accuracy and effectiveness in categorizing data. 

3.7.1 Precision 

Precision evaluates the accuracy of the model's positive predictions by calculating the proportion of true 

positive predictions to all positive predictions. 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 +  𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔
 

 

3.7.2 Recall 

Recall measures the model's ability to identify all relevant instances, specifically the proportion of true 

positive predictions out of all actual positive instances. 

  𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

3.7.3 F1-Score 

F1-Score evaluates the balance between precision and recall by calculating their harmonic mean, 

providing a single measure of a model's effectiveness. 

𝐹 𝑆𝑐𝑜𝑟𝑒 =  2 𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 

3.7.4 Accuracy 

Accuracy Accuracy is the measure of the performance of the overall model by the ratio of the number of 

correctly classified (positive and negative) instances to the total number of cases. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

=
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)
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Chapter Four 

RESULTS AND DISCUSSION 

4.1 Performance Evaluation of Existing Algorithm 

Table 4.1 Existing Random Forest Algorithm Validation & Testing Metrics 

Metric Value Absolute Value (%) 

Precision (Class 0) 0.97 97% 

Recall (Class 0) 1.00 100% 

F1-Score (Class 0) 0.98 98% 

Precision (Class 1) 1.00 100% 

Recall (Class 1) 0.79 79% 

F1-Score (Class 1) 0.88 88% 

Accuracy 0.97 97% 

Macro Average Precision 0.98 98% 

Macro Average Recall 0.89 89% 

Macro Average F1-Score 0.93 0.93 

Table 4.1 highlights the performance metrics of the Standard Random Forest Algorithm on the dataset, 

revealing areas where the model struggles despite its generally high metrics. The precision of 0.97 for 

non-spam messages (Class 0) shows that the algorithm effectively classifies non-spam instances. 

However, while the recall of 1.00 indicates that the model identified all true positives in this class, this 

performance does not extend equally to the spam messages (Class 1). 

For spam messages, the recall drops significantly to 0.79, indicating that 21% of spam instances were 

missed by the algorithm. Additionally, the F1 score for spam messages (0.88) highlights an imbalance 

between precision and recall, suggesting challenges in 

accurately detecting this category. Despite the high overall accuracy of 97%, the lower performance on 

spam detection diminishes the model's effectiveness in identifying critical cases, which is essential in 

applications like fraud detection. 

 

Table 4.2 Confusion Matrix Analysis of Existing Algorithm 

Category TP FP FN TN 

Ham (Category 0) 965 0 0 150 

Spam (Category 1) 150 0 115 945 

 

Table 4.2 shows the confusion matrix for the existing Random Forest model, providing a detailed view of 

its performance across different categories (Ham and Spam). The algorithm demonstrates strong 
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performance in identifying Ham messages (Category 0), correctly classifying 965 True Positives with no 

False Positives or False Negatives. However, for Spam messages (Category 1), while it achieves high 

precision, with no False Positives, it misses some spam messages, resulting in 115 False Negatives. This 

corresponds to a recall of 79% for the Spam class, indicating that the model fails to detect some true spam 

instances. 

 

Table 4.3 Performance Metrics of Existing Algorithm 

Category Precision Recall F1-Score 

Ham (Category 0) 97% 100% 98% 

Spam (Category 1) 100% 79% 88% 

Overall (Average) 98% 89% 93% 

 

Table 4.3 illustrates the performance metrics of the Standard Random Forest algorithm. The model was 

able to accomplish 97% accuracy, which shows its excellent capability to categorize spam and ham 

messages. The best performance was 97% for ham  

messages, 100% for recall, and F1- Score of 98%, which indicated the nearly precise performance of the 

model. On the spam messages, it has a perfect recall of 100% and F1-Score of 88%, however, it only 

managed to fetch 79% closely relating to the detection of the spam email. Overall, the macro averages 

highlight strong performance, with 98% precision, 89% recall, and a 93% F1-Score, although spam recall 

suggests room for improvement. 

 

Figure 3 Correctly Identified Dataset Existing Algorithm 

 
Figure 3 illustrates the ability of the Standard Random Forest Algorithm to accurately classify the spam-

only category, demonstrating the model's strength in recognizing clear and distinct patterns in the dataset. 
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However, while the model was great at recognizing these particular items, it was revealed that it has its 

own shortcomings when faced with more complex topics that require interaction and detection of both 

spam and ham elements frequency in the same message. This reflects the algorithm’s reliance on distinct 

feature separation, which may not fully generalize to mixed or ambiguous datasets. Better extraction of 

feature ways or/and additional preprocessing of incoming data could build up the model's security in 

getting through such situations. 

 

4.2 Performance Evaluation of Enhanced Algorithm 

Table 4.4 Enhanced Random Forest Algorithm Validation & Testing Metrics 

Metric Value Absolute Value (%) 

Precision (Class 0) 0.97 97% 

Recall (Class 0) 1.00 100% 

F1-Score (Class 0) 0.98 98% 

Precision (Class 1) 1.00 100% 

Recall (Class 1) 0.79 79% 

F1-Score (Class 1) 0.88 88% 

Accuracy 0.97 97% 

Macro Average Precision 0.98 98% 

Macro Average Recall 0.89 89% 

Macro Average F1-Score 0.93 0.93 

 

Table 4.4 summarizes the performance metrics of the Enhanced Random Forest Algorithm, which 

integrates the Spectral Co-Clustering technique. The algorithm demonstrates a high level of accuracy and 

robustness. It achieved an accuracy of 98%, indicating that the majority of predictions are correct. The 

precision of 97% for category 0 (ham) and 100% for category 1 (spam) signifies the model's capability to 

minimize false positives. Similarly, the recall of 100% for category 0 and 85% for category 1 reflects the 

algorithm's ability to capture relevant instances effectively. The F1-Score values of 0.99 for category 0 

and 0.92 for category 1 indicate a strong balance between precision and recall, underscoring the 

effectiveness of the enhancements introduced by spectral co-clustering. 

 

Table 4.5 Confusion Metrics of Enhanced Algorithm 

Category TP FP FN TN 

Ham (Category 0) 945 0 0 169 

Spam (Category 1) 169 0 24 945 
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Table 4.5 shows the confusion matrix for the Enhanced Random Forest model with Spectral Co-

Clustering. The algorithm demonstrates excellent performance in classifying Ham messages (Category 0), 

correctly identifying 945 True Positives with no False Positives or False Negatives, resulting in 100% 

recall for Ham messages. For Spam messages (Category 1), the enhanced model has achieved 100% 

precision, meaning it perfectly identifies all true Spam messages. While there is a slight increase in False 

Negatives (24 Spam messages misclassified), the recall for Spam has improved by 6%, reaching 85%, 

compared to the previous performance. This indicates a significant improvement in the model's ability to 

detect more Spam messages. Moreover, the F1-score for Spam has also increased by 4%, now reaching 

92%, reflecting a better balance between precision and recall. Overall, the accuracy of 98% indicates that 

the Enhanced Random Forest model, with the addition of Spectral Co-Clustering, has successfully 

improved classification performance for both Ham and Spam messages. 

 

Table 4.6 Performance Matrix of Enhanced Algorithm 

Category Precision Recall F1-Score 

Ham (Category 0) 97% 100% 99% 

Spam (Category 1) 100% 85% 92% 

Overall (Average) 99% 92% 95% 

 

Table 4.6 illustrates the performance metrics of the Enhanced Random Forest algorithm with Spectral Co-

Clustering. The model achieved an impressive 98% accuracy, demonstrating its strong ability to 

effectively categorize both spam and ham messages. For Ham messages (Category 0), the model 

demonstrated a 97% precision and a perfect 100% recall, indicating it identified all ham messages 

correctly. The F1-Score for ham was 99%, reflecting the excellent balance between precision and recall. 

For Spam messages (Category 1), the model achieved a perfect 100% precision, meaning all identified 

spam messages were true positives. The recall for spam was 85%, meaning the model successfully 

detected 85% of all true spam messages. The F1-Score for spam was 92%, demonstrating a strong balance 

between precision and recall for spam detection. The macro averages show a 99% precision, 92% recall, 

and 95% F1-Score, highlighting the enhanced algorithm's effective performance across both categories.   

 

Figure 4 Correctly Identified Dataset Enhanced Algorithm 
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Figure 4 illustrates the performance of the Enhanced Random Forest Algorithm with Spectral Co-

Clustering in classifying ham and spam messages. The model demonstrates a high ability to correctly 

classify ham messages, as indicated by the 945 true positives and 0 false negatives, reflecting its strength 

in handling the majority class with perfect recall. However, the model shows some shortcomings in 

classifying spam messages, with 32 false positives (spam misclassified as ham), indicating difficulty in 

distinguishing minority class features from the dominant patterns in the dataset. 

This performance highlights the algorithm’s reliance on feature clustering to enhance classification but 

also suggests that further refinement in feature extraction or balancing techniques could improve its 

ability to generalize to less frequent or ambiguous spam patterns. 

 

4.3 Performance Comparison of Existing and Enhanced Algorithm 

Table 4.7 Comparative Performance Metrics 

Category Precision (%) Recall (%) F1-Score (%) Accuracy (%) 

Standard Random Forest 98% 89% 93% 97& 

Enhanced Random Forest 99% 92% 95% 98% 

Improvement +1% +3% 2% +1% 

 

The performance of the Standard Random Forest Algorithm and the Enhanced Random Forest Algorithm 

with Spectral Co-Clustering in terms of accuracy, recall, precision, and F1-Score is shown in Table 4.7. 

The Standard Algorithm had an accuracy of 97%, and the Enhanced Algorithm was an improvement to 

98%, this indicates the enhanced model's increased ability to correctly classify spam and ham messages. 

The Enhanced Algorithm also improved its recall, increasing from 89% (macro average) in the Standard 

Algorithm to 92%, a 3% improvement. This means the enhanced model is better at identifying true positive 

cases in both spam and ham categories. In terms of precision, the Standard Algorithm scored 98% (macro 

average), while the Enhanced Algorithm achieved 99%, showing a 1% improvement. This reflects the 

enhanced model’s ability to reduce false positives and make more accurate predictions. 

The F1-Score, which balances precision and recall, went up from 93% (macro average) in the Standard 

Algorithm to 95% in the Enhanced Algorithm, providing an increase of 2%. This shows the enhanced 

model is better at maintaining a balance between correctly identifying spam and avoiding false positives. 

The enhancements applied to the Random Forest Algorithm, including Spectral Co-Clustering, have led 

to measurable improvements in performance, particularly in recall and F1-Score, while maintaining strong 

precision and accuracy across the dataset. This makes the enhanced algorithm a more robust model for 

SMS fraud detection.  

 

Chapter Five 

CONCLUSIONS AND RECOMMENDATIONS 

5.1.   Conclusion 

The research study entitled "Enhancement of Random Forest Algorithm Applied in SMS Fraud Detection" 

has yielded the following findings: 

1. The comparative analysis demonstrated that incorporating Spectral Co-Clustering into the Random  
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Forest algorithm improved its performance across key metrics. The accuracy rose from 97% (Standard 

Random Forest) to 98% (Enhanced Random Forest), showcasing a more efficient classification of 

spam and ham messages. Likewise, the F1 score enhanced from 93% to 95%, reflecting an improved 

balance between precision and recall. 

2. The improvements centered on utilizing Spectral Co-Clustering to decrease data dimensionality and 

highlight significant features, leading to the model's enhanced capability to generalize and accurately 

classify new data. This approach removed irrelevant features, enabling the model to concentrate on 

the most meaningful information, thereby creating a more resilient and effective fraud detection 

system. 

 

5.2.   Recommendation 

Following the successful conclusion of this study, various suggestions have been recognized that could 

improve the functionalities of the improved Random Forest algorithm. 

1. Exploring the integration of advanced feature selection techniques, such as principal component 

analysis (PCA) or autoencoders, could help further refine the dataset. This may lead to improved 

precision and recall in real-world applications, especially in scenarios with high variability in data. 
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