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Abstract 

This paper presents an innovative approach to marine vessel detection using deep learning algorithms 

applied to satellite imagery. We introduce a novel convolutional neural network (CNN) architecture 

optimized for detecting vessels of varying sizes under diverse weather and lighting conditions. Our method 

achieves 94% accuracy in vessel detection, significantly outperforming traditional computer vision 

approaches. The system demonstrates robust performance in challenging scenarios, including partial cloud 

cover and high sea states, making it suitable for real-world maritime surveillance applications. Our method 

achieves a remarkable 94% accuracy in vessel detection, significantly outperforming traditional computer 

vision approaches and existing state-of-the-art models. To enhance robustness, the system employs advanced 

preprocessing techniques, including atmospheric correction and wave pattern normalization, ensuring 

reliability even in the presence of partial cloud cover or high sea states. Additionally, a comprehensive post-

processing framework refines detections, classifies vessel types, and predicts movement trajectories, making 

the system highly adaptable for practical deployment. 
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INTRODUCTION 

Maritime surveillance plays a crucial role in national security, fishing regulation enforcement, and 

maritime traffic management. Traditional vessel monitoring systems rely heavily on Automatic 

Identification System (AIS) signals, which can be deliberately disabled or spoofed. Satellite-based vessel 

detection offers an independent verification method, but manually analysing vast amounts of satellite 

imagery is time-consuming and prone to human error. This creates a pressing need for automated, reliable 

vessel detection systems. 

Recent advances in deep learning and the increasing availability of high-resolution satellite imagery have 

opened new possibilities for automated vessel detection. However, existing solutions face challenges with 

varying vessel sizes, weather conditions, and sea states. Our work addresses these limitations through a 

specialized CNN architecture and novel preprocessing techniques. 

This introduction sets up the problem (current maritime surveillance limitations), explains why it's 

important to solve it (security, regulation, safety), and briefly outlines why previous solutions aren't 

adequate (AIS can be defeated, manual analysis is inefficient). It then positions the paper's solution (AI-
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driven detection) as a way to 

address these challenges, while acknowledging the technical difficulties that need to be overcome. 

 

METHODOLOGY 

Our approach to marine vessel detection is structured as a three- stage pipeline, each stage carefully 

designed to address specific challenges in satellite-based maritime surveillance. 

The first stage is our Data Preprocessing Pipeline, which prepares satellite imagery for optimal analysis. 

Multi-scale image enhancement allows us to process images at different zoom levels, ensuring we can 

detect both large cargo ships and small fishing vessels with equal accuracy. We apply atmospheric 

correction algorithms to compensate for distortions caused by clouds, haze, and atmospheric particles, 

significantly improving image clarity. Wave pattern normalization helps distinguish vessels from ocean 

waves by identifying and filtering out regular wave patterns that could cause false positives. Finally, 

dynamic contrast adjustment optimizes image contrast based on lighting conditions and time of day, 

ensuring consistent performance across different imaging conditions. 

The heart of our system is the CNN Architecture, built upon a modified ResNet-50 backbone optimized 

for maritime applications. We chose ResNet-50 for its proven ability to learn deep features while avoiding 

the vanishing gradient problem through skip connections. We enhance this with a Feature Pyramid 

Network (FPN) that creates a multi-scale feature representation, crucial for detecting vessels of varying 

sizes. Our custom anchor box optimization system adapts to the typical shapes and sizes of different vessel 

types, improving detection accuracy. Perhaps most importantly, we've implemented a specialized attention 

mechanism that focuses computational resources on areas likely to contain small vessels, addressing one of 

the most challenging aspects of maritime detection. 

The final component is our Post-processing Framework, which refines and analyses the initial detections. 

Non-maximum suppression eliminates redundant detections when multiple boxes identify the same vessel. 

Our vessel size classification system categorizes detected vessels into different classes (e.g., fishing boats, 

cargo ships, tankers) based on their visual characteristics. We've also implemented a movement trajectory 

prediction system that can estimate a vessel's heading and speed based on wake patterns and multiple 

sequential images. Each detection is assigned a confidence score through our calculation algorithm, which 

considers factors like image quality, weather conditions, and detection clarity, helping end users prioritize 

their attention on the most reliable detections. 

Through extensive testing, these three components work together to create a robust and reliable vessel 

detection system that significantly outperforms traditional methods. The pipeline can process a standard 

satellite image in less than a second while maintaining high accuracy across diverse maritime conditions. 

 

DATASET AND TRAINING 

Our research is built upon a comprehensive dataset carefully curated to ensure robust and reliable vessel 

detection across diverse maritime scenarios. The foundation of our dataset consists of 50,000 high-

resolution satellite images acquired from multiple satellite providers, including commercial sources like 

Planet Labs, Maxar Technologies, and public datasets from ESA's Copernicus program. This multi-source 

approach ensures our model learns to handle varying image characteristics, resolutions, and capture 

conditions. Within these images, we've meticulously annotated 100,000 vessel instances, creating a rich 

collection of ground-truth data that encompasses everything from small fishing boats (10-20 meters) to 

large container ships (over 300 meters). 
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The dataset's diversity is one of its key strengths. We've specifically included images capturing various 

weather conditions ranging from clear skies to partial cloud cover, different sea states from calm to rough 

waters (up to Sea State 6 on the Douglas Scale), and varying lighting conditions throughout different times 

of day. This diversity extends to geographical coverage, including busy shipping lanes, port approaches, 

coastal waters, and open ocean environments. Each vessel instance is labelled with detailed metadata 

including vessel type, size classification, heading, and confidence level of the annotation. 

Our training configuration was carefully optimized through extensive experimentation. We settled on a 

batch size of 32, which provided the optimal balance between training stability and memory utilization on 

our hardware setup. The learning rate of 0.001 with cosine annealing proved crucial for model convergence 

- the cosine annealing schedule gradually reduces the learning rate following a cosine curve, helping the 

model fine-tune its parameters more effectively as training progresses. We ran the training for 200 epochs, 

which allowed sufficient time for model convergence while avoiding overfitting, as validated through our 

cross-validation process. 

To enhance the model's robustness and prevent overfitting, we implemented comprehensive data 

augmentation techniques. These included random rotations (0-360 degrees) to ensure orientation- 

invariant detection, horizontal and vertical flips to double our effective dataset size, and brightness 

adjustments (±20%) to simulate different lighting conditions and atmospheric effects. Additional 

augmentations included random noise injection and slight blur variations to mimic different satellite 

imaging conditions. 

The computational demands of training such a complex model necessitated substantial hardware resources. 

We utilized a cluster of four NVIDIA A100 GPUs, each with 80GB of VRAM, connected via NVLink for 

efficient parallel processing. This hardware configuration allowed us to process our large dataset 

efficiently, with the complete training cycle taking approximately 72 hours. We implemented distributed 

training using PyTorch's DistributedDataParallel, which efficiently parallelized the training process across 

all GPUs while maintaining synchronization of model parameters. 

This robust dataset and carefully tuned training configuration were instrumental in achieving our high 

detection accuracy rates. The diverse nature of our training data, combined with extensive augmentation 

and optimal training parameters, enabled our model to generalize well to real-world maritime surveillance 

scenarios. 

 

EXPERIMENTAL RESULTS 

Model Performance Metrics: 

Model Accuracy Precision Recall F1-Score 

Traditional CV 0.82 0.79 0.81 0.80 

YOLO v4 0.89 0.87 0.88 0.87 

Faster R-CNN 0.91 0.89 0.90 0.89 

Our Approach 0.94 0.93 0.94 0.93 

 

Key Findings: 

1. 94% detection accuracy across all conditions 

2. 87% accuracy for vessels under 15 meters 

3. 96% accuracy in clear weather 

4. 89% accuracy under partial cloud cover 
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5. Average processing time of 0.3 seconds per image 

 

LITERATURE SURVEY 

The field of marine vessel detection using satellite imagery has evolved from traditional image processing 

methods to advanced deep learning techniques. This section reviews key developments in the field. 

A. Traditional Methods (2010-2015) 

Early methods focused on conventional image processing, such as edge detection and Gaussian mixture 

models. Notable works include: 

• Optical-based detection using SPOT and Landsat imagery (Chen et al., 2010) 

• SAR-based approaches with RadarSat-2 data (Williams and Johnson, 2013) 

• Hybrid sensor methods (Anderson et al., 2014) 

These methods struggled with high false-positive rates, poor performance in rough weather, and 

difficulty detecting small vessels (<30m). 

B. Early Deep Learning (2016-2019) 

The introduction of deep learning brought improvements, with CNNs and region-based networks showing 

promise: 

• Martinez et al. (2016) applied CNNs, achieving 85% accuracy. 

• Yang et al. (2017) introduced region-based CNNs (R- CNN), improving small vessel detection (87% 

accuracy). 

• Kumar and Smith (2018) used YOLO for real-time processing (88% accuracy, but poor performance 

in adverse conditions). 

• Wilson et al. (2019) developed ensemble methods for better robustness, though they required high 

computational power. 

C. Current State-of-the-Art (2020-Present) 

Recent advancements include: 

• Transformer-based architectures (Lee and Park, 2022) with self-attention for multi-scale detection, 

achieving 92% accuracy. 

• Multi-modal approaches (Chen et al., 2022) combining optical and SAR imagery, improving all-

weather detection. 

• Real-time solutions, such as Roberts et al. (2023) using edge computing, enabling processing speeds 

under 0.5 seconds per image. 

D. Comparative Analysis 

Method Accuracy Processing Time Min. Vessel 

Size 

Traditional CV (2015) 78% 2.5s 30m 

Early CNN (2017) 85% 1.8s 25m 

R-CNN Based (2019) 88% 1.2s 20m 

Transformer Based (2022) 92% 0.8s 15m 

Current SOTA (2023) 93% 0.4s 12m 

E. Research Gaps 

Key challenges identified include: 

• Small Vessel Detection: Struggles with vessels under 10 meters and the need for better resolution. 

• Weather Robustness: Performance degradation in adverse conditions, requiring better atmospheric 
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correction and multi-source integration. 

• Computational Efficiency: The need for real-time processing and model optimization for edge 

deployment. 

• Data Quality and Availability: Limited public datasets and inconsistent annotations. 

• Integration: Challenges in combining multiple data sources and ensuring system interoperability. 

F. Future Research Directions 

Future work should focus on: 

1. Advanced data fusion techniques 

2. All-weather detection improvements 

3. Enhanced real-time processing 

4. Standardized evaluation frameworks 

5. Reduced computational requirements 

This review highlights the advancements in marine vessel detection and identifies areas for further 

development, guiding the direction of our proposed research. 

 

CHALLENGES AND LIMITATIONS 

1. Performance degradation in heavy cloud cover 

2. Computational requirements for real-time processing 

3. Limited training data for certain vessel types 

4. False positives from wave patterns 

5. Processing requirements for high-resolution imagery 

 

RESULT 
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CONCLUSION 

Our AI-driven approach to marine vessel detection demonstrates significant improvements over existing 

methods, achieving 94% accuracy across diverse conditions. The system's robust performance in 

challenging scenarios makes it suitable for real- world maritime surveillance applications. Future work 

will focus on addressing current limitations and expanding the system's capabilities. 

. 
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