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Abstract:  

This study examines the capabilities of machine translation (MT models) in preserving cultural subtleties, 

specifically when translating content rich in idiomatic expressions, emotional tones, and cultural context. As 

MT models become increasingly integrated into international communication, concerns have been raised 

about their ability to accurately capture these nuances. Using movie subtitles as a reference point, the research 

explores the distinctions between manual and machine translations, analyzing how well MT systems maintain 

the integrity of the original content. Bias detection methods, cross language consistency testing, and cultural 

sensitivity scenarios are employed to evaluate and compare AI generated translations against human outputs. 

The study also uses corpus-based and sentiment analysis, along with sociolinguistic evaluations, to identify 

the limitations of existing MT models. Survey and user feedback provide additional insights, reinforcing the 

need for more culturally aware translation algorithms. By leveraging advanced NLP frameworks like 

Transformer and BERT models, this research suggests adaptations that prioritize cultural nuance over literal 

accuracy. Ultimately, the goal is to propose solutions that enhance both the accuracy and cultural sensitivity 

of machine translations, facilitating more effective cross language communication while reducing reliance on 

time consuming manual translation. 
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1. INTRODUCTION 

The necessity of correctly expressing social circumstances has grown with the increasing prevalence of 

automatic translation (MT) technology in international communication. Even though MT models are 

incredibly effective at processing and interpreting vast volumes of text, they frequently have trouble 

deciphering colloquial expressions, nuanced sociocultural details, and emotional undertones that are 

necessary for preserving the original meaning. This difficulty is especially apparent in artistic fields like movie 

subtitles, where the humor and purpose are communicated through cultural allusions [1]. 

By contrasting machine-generated and human translations the study investigates the challenges in existing 

machine translation models in maintaining cultural characteristics utilizing subtitles as a point of reference. It 
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draws attention to important areas where automated methods fail in capturing cultural [5]. The paper provides 

a thorough assessment of translation accuracy by utilizing a variety of approaches including sentiment 

analysis, cross-language consistency assessments, bias identification and cultural sensitivity scenarios [6]. 

The study suggests improvements to make machine translations more aware of context and cultural relevance. 

These improvements aim to reduce the reliance on manual translations while ensuring that machine-generated 

translations are both accurate and culturally appropriate. Results backed by user feedback reveal the necessity 

for more culturally adaptive MT models using advanced NLP techniques including transformer and BERT 

models [8]. 

 

2. PROBLEM STATEMENT 

The preciseness in cross-language communication has greatly increased with the advance developments in 

machine translation (MT) technologies. But they frequently have trouble conveying cultural subtleties, 

particularly in material that is full of humor, idioms, and sociocultural allusions. One good illustration of this 

problem is seen in movie subtitles, such as those in Amélie. When translated by AI, French lines from the 

movie, like "C'est la vie" or "avoir le cafard," sometimes lose their cultural subtlety and become literal, unclear 

interpretations [4]. To pinpoint the areas where machine translation (MT) models fall short in maintaining 

cultural integrity, this study compares AI-generated subtitles with human translations to examine the cultural 

bias that exists in them [9]. With a detailed analysis of both manual and AI-translated subtitles, the study 

seeks to improve machine translation systems to better convey the essence of original content, ensuring that 

cultural subtleties are not lost in the process [25]. 

 

3. TOOLS AND TECHNOLOGY 

3.1 TECHNOLOGIES USED 

3.1.1 Python: Python is the main programming language used, which makes it possible to perform several 

activities such as data preparation, model building, and analysis. Python is ideally suited for managing 

intricate data operations and putting machine learning models into practice due to its broad library support 

and versatility [13]. This study uses NumPy, Pandas, and Scikit-Learn among other tools to interface with 

Python in order to make feature engineering, data processing, and model evaluation easier. 

3.1.2 Machine Learning: This study's comparative analysis is focused on machine learning techniques. 

Using both supervised and unsupervised learning strategies, models are trained for tasks such as sentiment 

analysis and bias identification. The study uses machine learning to identify key trends and insights from 

subtitle translations, enabling a thorough comparison between data produced by AI and human sources [23]. 

3.1.3 Large Language Models (LLM): Using sophisticated LLMs, like the Generative Pre-trained 

Transformer (GPT), improves AI generated translations [7]. These models are improved with datasets that 

incorporate cultural allusions and colloquial language to improve their contextual relevance. Translations can 

be made and enhanced more readily by integrating LLMs with Python, with the aim of capturing and 

conserving cultural subtleties more precisely [8]. 

 

3.2 MODULES IN USE 

3.2.1 NumPy: NumPy is an incredibly useful tool for anyone working with data or numbers in Python. What  
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makes it so special is it's way of simplifying complex mathematical tasks [12]. Imagine you’re dealing with 

huge datasets- using regular Python lists can be slow and inefficient, but NumPy speeds things up by 

performing operations on entire arrays at once, rather than looping through each element. It’s like switching 

from a bicycle to a race car when crunching numbers. Plus, NumPy works seamlessly with other popular 

libraries like Pandas and Matplotlib, so whether you're cleaning data, building a machine learning model, or 

creating charts, it’s got your back. It really feels like a must-have for anyone serious about data work [13]. 

3.2.2 Pandas: Pandas is a game-changer when it comes to working with data in Python. Imagine having a 

messy spreadsheet full of inconsistencies—Pandas allows you to clean, sort, and manipulate that data with 

just a few lines of code. Its Data Frame structure feels like working with an Excel sheet but with much more 

power and flexibility [24]. Whether you're merging datasets, handling missing values, or analyzing trends, 

Pandas simplifies everything, making it an essential tool for data science [13]. It not only saves time but also 

turns complex tasks into manageable ones, making data analysis more intuitive and efficient. 

3.2.3 Matplotlib: Matplotlib is like a painter’s toolkit for data. It transforms raw numbers into visual 

masterpieces that makes understanding complex information much easier [22]. When you’re working with 

data, having a clear visual representation can be a game changer. With Matplotlib, you can create everything 

from simple line graphs to intricate heatmaps. It allows you to customize every detail of your plots, ensuring 

that they not only convey the right message but also look professional. Whether you're tracking trends over 

time or comparing datasets, Matplotlib's versatile plotting capabilities help bring your data insights to life in 

a way that’s both engaging and easy to interpret. 

3.2.4 Natural Language Toolkit (NLTK): The Natural Language Toolkit (NLTK) is a Python library that 

helps computers understand and process human language [5]. It’s like a toolbox for working with words and 

sentences, whether you’re just starting or already know a lot about language processing [18]. With NLTK, 

you can break text into words, identify parts of speech, and even create models for things like analyzing 

emotions in text or translating languages [12]. It’s a great resource for anyone interested in exploring how we 

can teach computers to understand and use language more effectively. 

 

4. LITERATURE REVIEW 

Review of the Literature on Machine Translation's Cultural Bias 

4.1 Cultural Bias and Machine Translation: Although real-time translation technologies such as google 

translate, deep learning and others have made language translation more accessible and faster, scholars have 

found limitations, particularly regarding preservation of vernacular language and capturing cultural nuances. 

Studies by Johnson (2019) and Koehn (2020) indicate that although contemporary machine translation models 

perform well when translating sentences syntactically, they frequently fall short of accounting for cultural 

differences when translated literally or incorrectly, leading to the loss or misunderstanding of deeply ingrained 

socio-cultural meanings in words and phrases [1][2][15]. 

4.2 Difficulties in Interpreting Humor and Idiomatic Expressions: The translation of expressions, 

metaphors, humor, and other references are particularly prone to cultural bias. According to a 2017 study by 

Venuti, idiomatic statements pose serious problems for MT systems since they frequently have no direct 

translation in another language. Similarly, Chiaro (2018) discusses how humor rooted in cultural context often 

fails to transfer well, either misinterpreting the humor entirely or missing its intended emotional impact [3][4]. 
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4.3 Effect on Content Localization and Global Marketing: Yang and Ismail (2021) claim that cultural 

misinterpretations in MT can have a big influence on how content is distributed globally. Their research on 

international marketing campaigns shows that mistranslated content can result in cultural blunders that may 

damage a brand's reputation and alienate target demographics. As a result, businesses are adopting more 

sophisticated MT systems that integrate human oversight and cultural sensitivity, scoring to ensure cultural 

integrity [5]. 

4.4 An Examination of Sentiment Shift in Subtitles: Chowdhury and Mahajan (2022) studied sentiment 

variations in movie subtitles translated by AI models. Their research indicates that AI translations often 

exaggerate or negate emotional tones, especially when handling cultural references. This insight is particularly 

relevant to our project as it highlights these attitude shifts by comparing original subtitles with those translated 

by humans and machines [6]. 

 

5. METHODOLOGY 

5.1 FLOW 

5.1.1 Data Collection and Preparation: We collected datasets of subtitles from many movies, focusing on 

both artificial intelligence (AI)-generated and original human translations. These films were picked for their 

rich cultural content, which included comedy and colloquial language [3]. The data was cleaned up 

beforehand to remove noise and tokenize the text, producing a well-structured & clean data for the research. 

5.1.2 Merge datasets: The different sets of subtitles—original, human, and AI-translated—were integrated 

into a single dataset, with each type of translation given a unique identifier. This allowed for a straightforward 

comparison of how well each translation retained cultural nuances across the various subtitle [2]. 

5.1.3 Analysis: We employed numerous NLP techniques, including sentiment analysis using BERT and 

Cosine similarity for word embeddings, to find and measure differences between human and artificial 

intelligence translations. Blue and Rouge-l ratings were also generated to measure the correctness of 

translations with an emphasis on cultural elements, such as idioms and humor [9]. 

5.1.4 Interpretation and Visualization: The outcomes were illustrated using heatmaps and comparative 

charts emphasizing regions where AI translations differed from human translations. These visual instruments 

facilitated the identification of AI's challenges with cultural nuances enabling us to discern the principal 

disparities in translation quality [12]. 

 

 
Figure 1: Flow chart of comparative analysis of writing style 
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5.2 IMPORTING THE LIBRARIES 

To do data analysis and natural language processing (NLP), we first imported the necessary libraries. 

Resources like spaCy and NLTK (Natural Language Toolkit) were used for sentiment analysis, tokenization, 

and text preparation [14]. Utilizing pre-trained models like BERT, to enhance contextual awareness, required 

the use of transformers from Hugging Face [8]. Scikit-learn, which offers techniques like cosine similarity 

and t-SNE, was used for similarity and embedding analysis. Heatmaps and comparison charts that emphasized 

the cultural distinctions between AI and human translations were also produced using Matplotlib and Seaborn 

[22]. We were able to handle, assess, and present our data with the help of these software. 

 

 
Figure 2: Importing the Libraries 

 

5.3 CREATING A DATASET 

We have carefully curated a selection of films across various languages, with a primary focus on their literary 

richness and diverse content. These films embody a wide spectrum of poetic expression, cultural diversity, 

humor, and idiomatic nuances. Their subtitles have been meticulously translated by hand to preserve the 

cultural sensitivity and richness of the original content. To facilitate a comparison, we have employed AI 

models such as M2M and Marian to generate machine-translated subtitles, juxtaposing them against the 

manually crafted versions for a deeper analysis [1]. 

 

 
Figure 3: Dataset 
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5.4 ALGORITHMS USED 

5.4.1 Bidirectional Encoder Representations from Transformers or BERT: BERT is a deep learning 

model that takes into account both the left and right context of each word in a sentence, allowing for context-

aware language analysis. For a thorough semantic study, we employed BERT. Our main focus was on whether 

AI translations could retain the same meaning as human translations, particularly when it came to colloquial 

language and cultural allusions. Word embeddings, or high-dimensional representations of words, were made 

possible by BERT. We compared the original, human, and AI translations to see how well the AI retained the 

original context and rich cultural nuance [8]. 

5.4.2 BLEU (Bilingual Evaluation Understudy): It is a common algorithm for assessing machine translation 

quality. It compares machine translations to reference translations (in this case, human-translated subtitles). 

The BLEU algorithm focuses on matching n-grams (word groupings) between the reference and candidate 

translation. In this study, BLEU was used to assess how successfully AI translations matched human ones, 

with a special emphasis on culturally significant expressions and idiomatic phrases, where AI frequently 

suffers [9][16][20]. 

5.4.3 Cosine Similarity: Cosine similarity is a metric for determining how similar two vectors are, in this 

case word embeddings. It calculates the cosine of the angle between the vectors, which indicates how similar 

their meanings are. In this study, cosine similarity was employed to compare word embeddings in AI 

translations to human translations. By comparing the similarity of these word embeddings, we could 

determine if AI preserved the semantic and cultural nuances found in human translations [12]. 

5.4.4 ROUGE-L (Recall-Oriented Understudy for Gisting Assessment): ROUGE-L is a metric for 

determining the longest common subsequence (LCS) between two texts. This is especially valuable in 

translation studies since it captures content overlap, including crucial cultural words that would otherwise be 

ignored by simpler measures. In this study, ROUGE-L was used to assess the overlap between AI and human 

translations, with an emphasis on colloquial idioms and culturally significant terminology [10]. This helps to 

determine how much of the original meaning was kept, especially in subtle content. 

5.4.5 t-SNE (t-Distributed Stochastic Neighbour Embedding): It is a machine learning approach for 

reducing dimensionality and visualizing large amounts of data. It converts complex data into two or three 

dimensions to assist visualize patterns. We used t-SNE to identify clusters of comparable translations 

throughout the dataset, showing areas where AI translations differed considerably from human translations. 

This method was especially beneficial for identifying locations where cultural nuances had been lost, as 

translations with low cultural faithfulness frequently appeared in different clusters. 

5.4.6 Back-translation with Neural Machine Translation (NMT): Back-translation is the process of 

translating machine-translated text back into its original language to ensure semantic compatibility. In this 

work, we employed NMT models such as Marian MT to detect any loss of meaning or cultural subtlety during 

back-translation. The back-translation was then compared to the original text to identify disparities, 

highlighting locations where AI translations had changed the original meaning or misconstrued cultural 

references such as idioms, metaphors, and emotional overtones [17][18]. 

 

5.5 TECHNICAL PART 

5.5.1 Plotting of Distributions: We visualized the data by plotting a bar graph to identify discrepancies across  
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different languages, helping us select the languages for deeper analysis. Additionally, we plotted a distribution 

curve showing the distance between machine translations and manually translated content. This curve 

highlights how closely machine-generated translations align with human translations, allowing us to observe 

the frequency and extent of deviations. Such a curve provides insight into the consistency of machine 

translations and reveals patterns of misalignment, which can be useful in detecting languages where machine 

translation may struggle to capture nuances effectively [5]. 

 

 
Figure 4: Languages with Largest Discrepancies 

 

 
Figure 5: Distribution of Distances between Manual and Machine Translations 

 

5.5.2 Sentiment Analysis: Sentiment analysis is conducted to determine whether the emotional tone and 

sentiments behind the translated content are preserved, ensuring that cultural sensitivity and the intended 

emotions are maintained. This process helps detect if any emotional shifts, bias, or mistranslation have 

occurred. We employed BERT sentiment analysis, which pre-trains a deep bidirectional model, allowing fine-

tuning for a more accurate examination of the data [8]. 

Compound Score =
Positive Score+Negative Score+Neutral Score

Total Words Analyzed
   (1) 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR240634342 Volume 6, Issue 6, November-December 2024 8 

 

Heat maps were generated to visualize the results, revealing that manual translations exhibit significantly less 

bias compared to machine translations. The analysis was performed using a reference dataset to facilitate this 

comparison. 

 

 
Figure 6: Sentiment Analysis 

 

 
Figure 7: BERT Sentiment: Manual vs Machine Translations 
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Figure 8: Sentiment Comparison: Manual vs Machine Translations 

 

5.5.3 BLEU Score, ROUGE-L Score and cosine similarity: We conducted a comparative analysis using 

various evaluation metrics, including BLEU Score, ROUGE-L Score, and Cosine Similarity, across different 

languages [21]. The BLEU Score measures translation accuracy by analyzing the precision of n-grams, while 

the ROUGE-L Score assesses translation quality based on the longest common subsequences between the 

original and translated texts [9]. Cosine Similarity, on the other hand, evaluates the semantic similarity 

between the two texts by comparing vector representations. 

BLEU = BP × exp(∑ wn
N
n=1 log pn)   (2) 

BP is the Brevity Penalty,  

wn is the weight for the n − gram precision,  

pn is the precision of the n − gram. 

ROUGE-L Score (F1-Score)- 

F1 =
2×Precision×Recall

Precision+Recall
      (3) 

Where: 

Precision =
Number of matching words in LCS

Total words in hypothesis
                          (4) 

Recall =
Number of matching words in LCS

Total words in reference
                                 (5) 

   

Cosine similarity- 

Cosine Similarity =
A⋅B

|A|×|B|
                                          (6) 

Where: 

A and B are vectors, 

A ⋅ B is the dot product, 

∣ A ∣ and ∣ B ∣ arethemagnitudesofvectors A and B. 
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The analysis shows that German consistently achieved the highest BLEU, ROUGE-L, and Cosine Similarity 

scores, indicating superior accuracy, structural quality, and semantic alignment in translations compared to 

other languages, with minimal loss of original meaning. 

 

 
Figure 9: Average Scores by Original Language 

 

 
Figure 10: Correlation between BLEU, ROUGE-L and Cosine Similarity 

 

 
Figure 11: Scores of BLEU, ROUGE-L and Cosine Similar 
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5.5.4 Back-Translation: Back translation involves translating a text that has been translated into another 

language back to its original language to assess the accuracy and quality of the initial translation. This process 

helps detect inconsistencies, errors, or misinterpretations by comparing the back-translated version with the 

original, ensuring that meaning, tone, and cultural nuances are preserved. In our study, we back-translated 

English texts to their original languages and evaluated parameters such as BLEU, ROUGE-L, and Cosine 

Similarity for both the original and reference versions [18]. A heat map was plotted to compare these metrics, 

revealing how well cultural sensitivity, originality, accuracy, and sentiments were maintained. Higher scores 

on the heat map indicate better preservation of these elements in the translation process. 

Back-translated Text = Translate(Translate(Original Text → Target Language) → Original Language)                                                                                                      

(7) 

 

 
Figure 12: Correlation between Metrics 

 

 
Figure 13: Comparison of Metrics by Original Language 
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5.5.5 Cross-Lingual BERT (XLM-R) using t-SNE / UMAP Visualization: In our analysis, we utilized 

cross-lingual BERT to assess translation quality, employing advanced visualization techniques such as t-SNE 

and UMAP to provide deeper insights into the linguistic patterns and relationships between languages [11]. 

Cross-lingual BERT enables us to understand how well translations capture the nuances of different 

languages, and these visual tools enhance that understanding. 

The heat map we generated serves as a key indicator of the fidelity in maintaining cultural sensitivity, 

emotional sentiments, and accuracy across translations. Higher heat map scores signify a greater preservation 

of these essential elements, while lower scores point to potential areas of mistranslation or loss of nuance. 

t-SNE visualization, which captures the proximity of linguistic embeddings, adds another layer of insight. 

When points are closely clustered in the t-SNE plot, it indicates a high degree of linguistic alignment and 

similarity between the original and translated content. Conversely, widely scattered points reveal 

inconsistencies or significant deviations in translation, suggesting potential issues with maintaining the 

intended meaning or tone. 

Finally, UMAP visualization complements these findings by providing a clearer overall representation of the 

relationships and structure between different languages and their translations. UMAP helps highlight broader 

patterns of alignment or divergence in the embeddings, allowing us to see how closely machine translations 

map to their human-translated counterparts. Through these combined visualizations, we gain a comprehensive 

understanding of the translation performance across languages. 

t-SNE (KL Divergence)- 

KL(P ||Q) = ∑ ∑ pijj log
pij

qij
i                                                           (8) 

Where:KL divergence measures the difference between two probability distributions P and Q. 

UMAP- 

UMAP Projection = (Embedding of Original Data Preserving Local and Global Structures)           (9) 

 

 
Figure 14: Correlation between Metrics 
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Figure 15: Comparison of Metrics by Original Language 

 

 
Figure 16: t-SNE Visualization of Embeddings 
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Figure 17: UMAP Visualization of Embeddings 

 

5.5.6 PCA Visualization: Principal Component Analysis (PCA) is a powerful dimensionality reduction 

technique that simplifies complex datasets while retaining variability. In our analysis, PCA visualization 

projects high-dimensional linguistic data into a two- or three-dimensional space, making it easier to identify 

relationships in translation quality [22]. Points that are closer together indicate translations that align closely 

with the original text, suggesting minimal loss of meaning.  

In contrast, points that are farther apart reveal greater discrepancies, highlighting potential issues in translation 

accuracy. Overall, PCA provides a clear view of the underlying structure of linguistic embeddings, enhancing 

our understanding of translation performance across different languages. 
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Figure 18: PCA Visualization of Manual Vs Machine Translations 

6. FUTURE 

Several intriguing areas for future study become apparent as we analyze cultural bias in machine translation 

[15]. These directions offer chances for improving our knowledge of this complicated topic, which is a field 

that continues to grow more complicated. 

6.1 Refinement of Translation Models: Future research should focus on enhancing machine translation 

algorithms to increase cultural sensitivity. This might involve developing more intricate nlp algorithms that 

go beyond syntactical accuracy to add cultural context identification [1][19]. New algorithms could better 

integrate cultural nuances. Improving translations of slang, humor, and informal terminologies. 

6.2 Expansion to Lesser-Known Languages: A key avenue for further exploration is expanding MT systems 

to include lesser-known languages and dialects. By focusing on linguistic diversity, researchers can help 

bridge the translation gap, providing more inclusive access to global communication. This may involve 

creating more diverse multilingual datasets for training, which could lead to more accurate translations across 

a broader spectrum of languages and dialects [3]. 

6.3 Sentiment and Emotional Tone Preservation: Investigating how MT systems can better preserve 

sentiment, and emotional tone presents a crucial research area. Future studies can develop advanced sentiment 

analysis techniques to ensure that emotional shifts, especially in media such as subtitles and marketing 

content, are accurately captured and conveyed [6]. Understanding how AI handles emotional nuances in 

various cultural contexts could lead to significant advancements in content localization. 

6.4 Hybrid AI-Human Collaboration: Exploring hybrid models where machine translations are refined by 

human translators can offer more accurate and culturally sensitive outcomes. Future research could investigate 

the potential of AI-human collaboration in translation workflows, particularly for industries that rely heavily 

on nuanced content, such as marketing, global communication, and entertainment [5]. 

6.5 Ethical Considerations in MT Development: As MT systems evolve, the ethical implications of their 

use become more critical. Future research must address issues related to bias, fairness, and inclusiveness in 

machine translation [2]. Ensuring transparency, reducing cultural misinterpretations, and promoting trust in 

MT technologies are crucial to developing systems that cater fairly to all demographic and linguistic groups. 

6.6 Impact on Global Marketing and Localization: Investigating the role of MT systems in global 

marketing and content localization offers a practical research direction. By examining the real-world impact 

of MT errors on brand perception and audience engagement, future studies can help develop systems that 

minimize cultural blunders, ensuring that marketing campaigns resonate authentically with diverse audiences 

[4]. 

 

CONCLUSION 

The research presented highlights the critical need for machine translation (MT) systems to effectively capture 

cultural nuances, idiomatic expressions, and emotional tones in translations. By analyzing movie subtitles, 

the study underscores the limitations of current MT models, which often prioritize literal accuracy over 

cultural fidelity. Through a comprehensive evaluation using sentiment analysis, bias detection, and cross-

language consistency testing, the findings reveal significant discrepancies between AI-generated translations 

and human outputs. 
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The findings show that although machine translation (MT) technologies have made significant progress, they  

are still not very good at translating cultural nuances in a context-sensitive manner. The need for more 

culturally sensitive algorithms that can improve translation richness without compromising meaning is further 

supported by user feedback. In order to improve MT systems' cultural sensitivity, the study recommends 

integrating cutting-edge natural language processing frameworks like Transformer and BERT models. 

In the end, this study offers workable methods to enhance the precision and cultural relevance of machine 

translations in addition to highlighting current issues. In doing so, it lessens dependency on time-consuming 

manual translation procedures and opens the door for more successful cross-language communication in a 

world growing more interconnected by the day. 
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