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Abstract 

Brain tumor detection and diagnosis are critical medical imaging procedures that directly impact patient 

care and outcomes. This article presents a deep learning solution with the VGG16 convolutional neural 

network (CNN) to detect brain tumors from magnetic resonance imaging (MRI) scans automatically. 

The method incorporates rigorous image preprocessing through normalization and augmentation to 

enhance model generalizability. Transfer learning is applied through the fine-tuning of the VGG16 

model with pre-trained weights for enhancing feature extraction. The model was trained on a dataset of 

7,000 MRI images, which were classified as tumor and non-tumor. The experimental results indicate 

that the proposed model has a training accuracy of 100% and a validation accuracy of 94%, in addition 

to a steadily decreasing loss, which shows a high capability for generalization. The classification 

performance is also verified using precision, recall, F1-score, and a confusion matrix for checking its 

robustness. The approach points to the potential of deep learning in medical image analysis as a reliable 

and automatic framework for brain tumor detection and early diagnosis. 
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1. Introduction 

Brain tumors are a highly risky category of neurological disorders that need quick and precise diagnosis 

to facilitate appropriate therapeutic intervention. The conventional method of brain tumor identification 

and classification is based on the visual inspection of MRI scans by clinicians and radiologists. Though 

beset with the time consumption, subjectivity, and likelihood of human error. With the advent of AI and 

deep learning, computerized systems have emerged as useful assistants in improving accuracy and 

efficiency in brain tumor diagnosis. 

Deep learning methods, more specifically CNNs, have been found to be very effective in medical image 

analysis. In this context, VGG16, which is a pre-trained deep CNN network, has been very successful in 

the area of feature extraction and classification. With the strength of transfer learning, VGG16 can 

recognize complex patterns from MRI images, thereby enhancing the performance of brain tumor 

detection and classification. 

This research discusses the application of deep learning techniques, i.e., VGG16, for brain tumor 

detection and MRI scan classification. The suggested model is preprocessed, feature extracted and then 

classified to differentiate between various types of tumors. The main aim is to create a suitable system 

with high accuracy that can help medical experts in brain tumor diagnosis and minimize the need for 

human intervention. Moreover, the application of deep learning techniques in medical imaging greatly 
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enhances the precision of diagnosis while reducing the workload of the radiologist at the same time, 

making evaluation faster and more standardized. The study explores the effectiveness of the VGG16 

architecture by utilizing a standardized MRI database by considering measurements of classification 

accuracy and loss, as well as the model's potential to distinguish among different tumor classifications. 

 

2. Literature Review 

Deep learning (DL) techniques, inspired by hierarchical learning mechanisms of the human brain, have 

been widely applied in image classification, natural language processing, and decision-making [1]. DL 

models perform better when handling unstructured and unlabelled data, making them well-suited for 

medical imaging applications. Convolutional Neural Networks (CNNs) are one of the strongest DL 

models for image classification and object detection. Recent studies indicate their efficiency in brain CT 

and MRI scan analysis for tumor detection and segmentation [2]. Supervised learning has also optimized 

CNN connectivity by introducing classical architectures to latent CNN models, which increases 

computational efficiency alongside classification accuracy [3]. 

Yang et al. [4] utilized EasyDL and GoogLeNet to detect tumors with detection rates of 96.9% and 

92.54%, respectively, while Cha et al. [5] demonstrated the efficacy of CNNs in the segmentation of 

bladder tumors, albeit with dataset limitations. Other hybrids have been explored, such as Multi-Layer 

Perceptrons (MLPs) with edge detection, with Lorencin et al. [6] merging an MLP with a Laplacian edge 

detector and Harmon et al. [7] achieving 95% accuracy using a deep learning-based multivariable 

regression model. In tumor segmentation, Ma et al. [8] made use of Fully Convolutional Residual 

Networks (FCRN) and U-Net to improve localization. 

Saddam et al. [9] used a dataset comprising 138 normal MRI scans and 200 tumor-affected scans from 

the Kaggle MRI repository is used to enhance brain tumor segmentation techniques. Patch-based 

prediction approaches in combination with dropout-regularized hybrid CNN models have been 

attempted to prevent overfitting and resulted in better generalization in medical image tasks [10,11]. 

Standard preprocessing techniques like normalization, bias correction, and skull stripping are applied to 

ensure high-quality input data for training and testing of the models. The proposed techniques are 

evaluated on the BRATS 2013 database and achieve Dice coefficient, sensitivity, and specificity rates of 

0.86, 0.86, and 0.91, respectively [12]. Batch normalization, stopping criteria, and dropout layers are 

also implemented for improving model regularization and preventing overfitting [13]. 

Use of standard public datasets (e.g., BraTS, Kaggle) restricts variety in brain tumor detection models. 

Extension to less popular datasets (e.g., TCIA, MICCAI) and private clinical data would enhance 

representation and realism. Incorporation of multimodal imaging (MRI, CT, PET, histopathology) and 

non-imaging data (genomic, proteomic, clinical records) has the potential to enhance diagnostic 

accuracy. Underrepresented populations and imaging modalities need to be addressed for the 

development of fairer, more generalizable models. 

Within the current research literature [14,15], there are various studies that are exclusively directed 

towards brain tumor detection, with the VGG16 model being utilized as a foundational framework for 

analysis, as can be evidenced through the detailed summary provided in Table 1. The purpose, 

contribution, and strength of each paper in summarizing various approaches are compared. The scope of 

deep learning methods, such as classification, segmentation, and extraction tasks, is examined. 
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Table 1: Overview of Research Literature regarding Brain Tumor Detection via VGG16 Model 

Study Methodology Dataset Strengths Limitations Future Work 

Gayathri 

and Kumar 

[16] 

CNN-based 

segmentation and 

VGG-16 model for 

classification 

BraTS 

2018 

High Dice score 

accuracy com-

pared to CNN, 

VGG-net, and 

ResNet. 

Computational 

complexity due to 

DL model, 

generalization 

dataset. 

Optimizing 

computational 

efficiency. 

Sharif et al. 

[17] 

Inception v3 + 

NSGA for feature 

extraction, transfer 

learning for classi-

fication, YOLO v2 

for localization, and 

McCulloch's for 

segmentation. 

BraTS 

2018, 

2019, 

2020 

Proper localization 

and segmentation 

methods and 

NSGA feature 

selection 

adjusted accuracy. 

Not ideal for early-

stage tumor 

detection; no quan-

tum 

computation 

validation. 

Utilizing 

quantum 

algorithms 

for more 

efficiency. 

Decuyper 

et al. [18] 

3D U-Net for 

tumor 

segmentation, 

1p19q status 

classification with 

BraTS 2019 

dataset. 

BraTS 

2019 

Multi-class 

classification with 

strong segmenta-

tion through 

3D U-Net. 

Restricted IDH 

mutant 

glioblastoma data 

influenced classifi-

cation. 

Non-invasive 

genetic 

mutation 

analysis for 

glioma 

grading. 

Rajinikanth 

et al. [19] 

Pretrained DL 

models (AlexNet, 

VGG16, ResNet50, 

ResNet101) use 

classifiers (DT, 

KNN, SVM) to 

classify. VGG19 + 

SVM-RBF 

enhanced accuracy. 

BraTS, 

TCIA 

Several 

pretrained DL 

models were em-

ployed; SVM-

RBF 

improved 

classification ac-

curacy. 

Failed to 

categorize 

low-grade and 

high-grade 

tumors 

distinctly. 

Enhancing 

accuracy by 

tuning fully 

connected and 

dropout 

layers. 

Tandel et 

al. [20] 

Five DL models 

(AlexNet, VGG-16, 

GoogleNet, Res-

Net18, ResNet50) 

and five ML mod-

els (DT, Naïve 

Bayes, KNN, 

SVM) using en-

semble 

optimization. 

Four 

sets of 

natural 

image 

datasets 

Ensemble 

learning 

improved 

accuracy and reli-

ability, 

diverse DL and 

ML models used. 

Did not use 

segmented 

Images, 

neglected 

object 

extraction. 

Applying 

image 

segmentation 

techniques to 

improve 

object 

extraction. 
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Agrawal et 

al. [21] 

3D-UNet for 

segmentation and 

classification using 

Kaggle dataset, 

dividing images 

into 3D sub-

volumes for 

processing. 

Kaggle 

MRI 

dataset 

Extracted features 

from 

multi-modal MRI, 

improved segmen-

tation accuracy. 

High 

computational cost 

due to 3D segmen-

tation. 

Reducing 

computational 

cost and 

expanding 

dataset for 

better 

generalization. 

Raza et al. 

[22] 

DeepTumorNet 

enhances 

GoogleNet with 15 

added layers for 

better classification. 

CE-

MRI 

dataset 

Highly 

discriminative and 

descriptive 

feature 

extraction method. 

Focused only on 

classification, 

segmentation was 

not considered. 

Incorporating 

segmentation 

for better 

tumor 

localization. 

Compared to existing literature, the originality of the model is its preprocessing, tuned transfer learning, 

and enhanced generalizability on a large 7,000 MRI image dataset. In contrast to complex or hybrid 

multi-model solutions, this research aims at a simplified but highly effective CNN-based system with 

reduced computational complexity but at the expense of reliability. 

 

3. Neural Networks and Deep Learning Fundamentals 

Neural networks are machine learning algorithms inspired by the human brain, composed of linked 

nodes or units referred to as neurons. The neurons exist in three principal layers: the input layer, which 

takes in raw information; hidden layers, which carry out feature extraction; and the output layer, which 

generates predictions. The operations of neural networks are controlled by weights and biases, which 

evolve during training to recognize patterns in data. 

One of the critical pieces of neural networks is the activation function, which brings non-linearity and 

allows for detecting complex relationships. The Rectified Linear Unit (ReLU) is used commonly in 

hidden layers for effectively avoiding the vanishing gradient problem, where the gradients get smaller in 

backpropagation and hinder learning. Other activation functions are sigmoid, used for binary 

classification, and tanh, used for scaling values into [-1, 1] for symmetrical output distribution. 

The efficiency of a neural network is measured based on a loss function that measures the difference 

between the output results and actual outputs. Mean Squared Error (MSE) is commonly used in 

regression problems, while cross-entropy loss is used for classification problems. To optimize the 

network, most optimization algorithms cause weights and biases to alter according to computed 

gradients. A basic method named gradient descent updates model parameters iteratively in the negative 

direction of the gradient. Batch gradient descent operates on the whole dataset for each iteration; 

stochastic gradient descent (SGD), which updates weights based on a single data point; and mini-batch 

gradient descent, which compromises by operating on small data subsets. More sophisticated 

optimization methods, like Adam optimization, utilize momentum along with adaptive learning rates to 

enhance convergence, whereas RMSprop dynamically adjusts step sizes to combat features with 

different rates of change. 

Neural network learning is powered by backpropagation, which is an algorithm for approximating 

gradients of the loss function against biases and weights with a view to enabling iterative adjustment 

aimed at reducing error. The quality of learning is significantly affected by the quality of the training 
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data, and large, well-annotated datasets increase the model's capacity for generalization. For ensuring 

robustness, datasets are generally divided into training, validation, and test datasets; the training dataset 

is utilized for the learning, the validation dataset is utilized for adjusting the hyperparameters, and the 

test dataset is utilized for generalization testing. For enhancing performance and preventing overfitting, 

several regularization techniques are employed. Dropout randomly forces neurons to be inactive during 

training to promote redundancy and encourage generalization, while weight regularization penalizes 

large weights to prevent fitting the noise. Hyperparameters such as learning rate, batch size, and network 

architecture also significantly influence the learning process and must be accurately tuned to optimize 

model performance. 

Image Processing deals with the modification and analysis of digital images made up of pixels having 

color and intensity. Techniques like contrast enhancement, noise removal, filtering, segmentation, and 

object identification improve the quality of images and extract information. They are used in medical 

imaging, self-driving cars, and surveillance. Traditional image processing techniques require manual 

feature engineering and specific tuning, which are both time-consuming and costly. 

Transfer Learning allows models to learn from one task and implement them in another, dramatically 

decreasing the need for large datasets and computational power. Deep learning models that are pre-

trained like VGG16, ResNet, and Inception can be fine-tuned to be applied in medical diagnosis and face 

recognition applications, having been trained on images like ImageNet. Real-time object detection is 

done using transfer learning by YOLO and Faster R-CNN, while Vision Transformer (ViTs) provides 

better feature extraction. Transfer learning in image processing enhances accuracy, accelerates training, 

and fosters generalization in visual tasks. This combination has brought about improvements in medical 

imaging, surveillance, and AI-powered applications demanding effective image processing. 

 

4. VGG16 Deep Learning Model 

Deep learning is a subset of machine learning that utilizes artificial neural networks to solve complex 

problems, inspired by the neural cells of the human brain. Deep learning concerns artificial neural 

networks composed of layers of interconnected nodes or units called neurons. "Deep" is intended to 

describe a quantity of such layers. That depth provides the automatic learning of hierarchical 

representations of data, where higher-order features are derived from lower-level ones. 

Deep learning comprises numerous categories of neural networks for specific tasks. The simplest are 

Feedforward Neural Networks (FNNs), where data flows in a single direction. CNNs are particularly 

adapted to image processing, discovering spatial hierarchies through convolution. Recurrent Neural 

Networks (RNNs) are appropriate for sequence data, maintaining information, and Long Short-Term 

Memory Networks (LSTMs) resolve the issue of vanishing gradients and deal with long-term 

dependencies. Deep learning has been successful in improving image and speech recognition, natural 

language processing, and medical diagnosis, facilitated through powerful hardware (GPUs) and large 

datasets. 

A convolutional neural network, or ConvNet, is a class of artificial neural network with an input layer, 

an output layer, and multiple hidden layers. VGG16 is a well-known CNN model in computer vision. 

The model developers deepened the networks by adding depth with small (3 × 3) convolutional filters, 

which was an improvement over earlier setups. They were able to achieve a depth of 16–19 weight 

layers, which translated to approximately 138 trainable parameters. VGG16, developed by Oxford 

Visual Geometry Group, is a 16-layer image recognition CNN, composing of 13 convolutional layers 
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with 3×3 filters, five 2×2 max-pooling layers, and three fully connected layers, with a 224×224-pixel 

input with three channels (Figure 1). The model learns through hierarchical classification with 

convolution, pooling, activation functions, weight updates, and loss function. ReLU accelerates learning, 

while optimization algorithms adjust neural connections according to output errors. Activation 

mechanisms and kernel functions introduce non-linearity, enabling learning of intricate patterns. 

 

 
Figure 1: VGG-16 architecture Map 

 

The VGG16 model is popular for image processing due to its architecture and pre-trained weights. Its 

uniform convolutional architecture makes it easier to extract features, while pre-trained weights from 

datasets like ImageNet enhance transfer learning, making computer vision applications more performant. 

 

5. Material and Method 

In the present work [23], the Brain MRI Images data set was collected from Kaggle. The data set can be 

downloaded manually and then uploaded to any Integrated Development Environment (IDE), but in this 

work, it was utilized using Google Colab for implementation. For the optimization of operational 

efficiency, the data set was directly downloaded from Kaggle using code instead of manual uploading 

(Figure 2). This facilitates optimized workflow and makes it easier to reproduce. 

 

 
Figure 2: Automated Dataset Retrieval from Kaggle in Google Colab 

 

Upon extraction of the dataset, two "yes" and "no" folders were obtained. The folders were then 

organized under a new directory named "Training" for ease of training. For accessing and preprocessing 

the dataset effectively, an ImageDataGenerator was utilized. This method was adopted instead of storing 

all images in a NumPy array because of its better utilization of memory and storage resources for 

efficient machine learning model training. Instead of putting the whole dataset into memory, the 

generator will generate batches of augmented images on the fly and thus make optimum use of memory. 

Also, the data was not divided into three sets (training, validation, and testing) but was divided into 

training and validation subsets by using the ImageDataGenerator. The validation_generator was utilized 

in both validation and testing phases to simplify the flow (Figure 3). 
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Figure 3: Automated Image Preprocessing and Data Augmentation for VGG16-Based Training 

 

In this process, key parameters such as target_size and shuffle play a crucial role. The target_size is set to 

224 × 224, as required by the VGG16 architecture. Additionally, the data is shuffled for the training set to 

prevent the model from learning unintended patterns based on the sequential order of the data, thereby 

ensuring more generalized learning. Conversely, shuffling is typically not applied to the test set to 

maintain consistency during evaluation. Subsequently, labels for both classes are generated to facilitate 

supervised learning. 

 

 
Figure 4: Class Label Extraction and Mapping for Categorical Encoding 

 

To analyze (Figures 5 and 6) the visual differences between brain MRI images containing tumors and 

those without, random samples from both classes are selected and plotted. 
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Figure 5: Random Sample Visualization of Brain MRI Images for Tumor Classification 

 

 
Figure 6: Comparative Visualization of Brain MRI Images: Tumor vs. Non-Tumor Samples 
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The classification model was built on top of the pre-trained VGG16 model. In this modification, the top 

layers of the VGG16 model were discarded, and the other layers were frozen (Figure 7). The top layers 

needed to be discarded since they are task-specific and originally tailored to the dataset on which the 

model was pre-trained. Discarding them tailored the model to the particular image classification problem 

solved in this study. Moreover, the freezing of the lower layers guaranteed that the basic features and 

patterns that had been learned from a huge dataset like ImageNet were not lost. The procedure allowed 

for the transfer of powerful feature representations without allowing the early layers to be altered during 

training. Model generalization was enhanced and the possibility of overfitting was avoided. Following 

this, additional layers were included to fine-tune the model to the classification problem (Figure 8). 

 

 
Figure 7: VGG16 Model Initialization and Layer Freezing for Transfer Learning 

 

 
Figure 8: Custom Fully Connected Head for VGG16 in Transfer Learning Pipeline 
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The ReLU activation function is widely utilized in the hidden layers since it can avoid the vanishing 

gradient problem and improve the convergence of the model. The sigmoid activation function was used 

in the last output layer to get the probability values for both classes and do binary classification based on 

the class having a higher probability. Once the model was configured, training was initiated to optimize 

the model parameters and enhance its ability for classification (Figure 9). 

 

 
Figure 9: Model Compilation, Optimization, and Training with Checkpointing 

 

6. Results 

Binary cross-entropy was used as the loss function for this binary classification problem. Different 

optimization measures and epoch settings can be tried to obtain even greater model performance. The 

performance achieved was low loss and high accuracy for both validation and training set, reflective of 

the model's efficiency in differentiating between the two classes. The model's loss and accuracy were 

monitored during training, with both showing consistent improvement over epochs. To get a clearer 

picture of how well the model performed, a confusion matrix was plotted. 

 

https://www.ijfmr.com/


 

International Journal for Multidisciplinary Research (IJFMR) 
 

E-ISSN: 2582-2160   ●   Website: www.ijfmr.com       ●   Email: editor@ijfmr.com 

 

IJFMR250239435 Volume 7, Issue 2, March-April 2025 11 

 

 
Figure 10: Confusion Matrix 

 

The results of the research demonstrate that the model achieved a very high level of accuracy, correctly 

classifying the majority of the test images that it was presented with to a high level of success and 

accuracy. To help demonstrate this success further, a graph was plotted that displays both the training 

accuracy and validation accuracy of the model, which serves to indicate the learning curve of the model 

across several epochs during training. This visualization, which is identified as Figure 11, provides 

excellent insight into the performance of the model overall and its ability to generalize well to new, 

unseen data. 

 

 
Figure 11: Training and Validation Accuracy Progression Over Epochs 

 

Finally, the trained model was utilized to predict individual images. Since the image needs to be resized 

first before prediction can be done, interpolation was used. Interpolation is the method of acquiring pixel 
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values that were not originally in an image. When an image is being resized or viewed at a different 

level than its original, interpolation is used to approximate missing values so that it will appear smoother 

and more visually appealing. Of the many interpolation methods, nearest interpolation was employed 

because of its speed and efficiency (Figure 12). 

 
Figure 12: Preprocessing and Visualization of a Single Image for Model Prediction 

 

In the nearest interpolation method that is applied in image resizing, each pixel of the resized image 

merely copies the value of the nearest corresponding pixel found in the original image. It does not 

include any mixture or smoothness among the pixels because the pixels are rendered under this method. 

Thus, it is a fast and efficient way to carry out image resizing operations. 

 
Figure 13: Predicted Image of a Trained Model 

 

Further testing of models can be accomplished with additional test images and misclassification analysis 

to verify robustness. 
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7. Conclusion 

In this research, a brain tumor classification and detection model were established successfully based on 

deep learning using the VGG16 CNN. The model was fine-tuned from pre-trained weights using transfer 

learning for maximum feature extraction and classification accuracy. The dataset consisted of 7,000 

MRI images, and they were marked as tumor and non-tumor. Image preprocessing techniques, such as 

normalization and augmentation, were completed prior to training in order to facilitate generalization. 

The results with 100% train accuracy and 94% validation accuracy demonstrated high effectiveness of 

classification. The low values of loss consistently also served to further verify the capability of the 

model to generalize well to new data never seen before. 

The performance of the model was further validated by implementing precision, recall, F1-score, and a 

confusion matrix, thus offering a complete evaluation of its performance. These measurements validated 

the strength and reliability of the model in distinguishing between tumor and non-tumor cases. Further, 

the classification accuracy observed suggests that deep learning has a significant potential for 

automating the identification of brain tumors, reducing reliance on human analysis, and assisting 

radiologists in making early diagnosis easier. 

Although high accuracy has been achieved, there is room for improvement. Future enhancements can be 

made by using even larger and more varied datasets to enhance generalizability across various tumor 

types and MRI modalities. The integration of explainability methods, e.g., Grad-CAM, can also allow 

visualization of pertinent areas, adding interpretability and confidence in model predictions. Moreover, 

hyperparameter tuning and optimization techniques of the model can contribute to another level of 

enhancement in classification performance. The implementation of the model in a computer-aided 

diagnosis (CAD) system could also give real-time detection and decision support for clinical use. 

This study shows the immense transformative power of deep learning in medical imaging, with the 

potential to serve as an automatic, consistent, and accurate means of detecting brain tumors. 
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