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Abstract 

Customer behavior analysis remains a cornerstone of strategic decision-making in the telecommunications 

industry. In this study, we present a complete, Python-based data science pipeline focused on predicting 

customer dependency status a proxy indicator for household-related churn or service needs. Using a real-

world telecom dataset, our approach covers the full data lifecycle: from data cleaning and preprocessing 

to supervised classification and unsupervised segmentation. 

We evaluate a diverse set of machine learning models, including Linear and Logistic Regression, Support 

Vector Machines (SVM), Decision Trees, Random Forests, and XGBoost. Each model is carefully 

assessed through accuracy metrics, confusion matrices, and ROC curves to ensure both robustness and 

interpretability. Additionally, we apply K-Means clustering to explore customer segmentation patterns 

and reveal underlying group structures within the data. 

Our results indicate that ensemble-based models, particularly Random Forest and XGBoost, consistently 

outperform simpler classifiers in predictive accuracy. The integration of interpretability tools and feature 

importance analyses further highlights the relevance of variables such as tenure and monthly charges in 

customer behavior modeling. 

This work provides a hands-on and reproducible guide for telecom analysts and data scientists aiming to 

translate raw customer data into actionable business intelligence using well-established machine learning 

practices. 

 

Keywords: Telecom churn prediction, machine learning, Feature Importance, random forest, XGBoost, 

Model Comparison, data preprocessing. 

 

1. Introduction 

In the ever-evolving telecommunications landscape, customer retention has become a strategic priority 

aconding to Patel & Kumar, (2023). As services become more standardized and switching costs decrease, 
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customer loyalty is increasingly fragile. Studies have shown that retaining existing customers is signifi-

cantly more cost-effective than acquiring new ones. This has placed churn prediction at the center of many 

telecom companies’ data-driven strategies. Early approaches to churn detection often relied on static bu-

siness rules or simple scoring systems. However, with the growing volume and richness of customer data, 

more dynamic solutions based on machine learning (ML) have emerged. Algorithms such as logistic re-

gression, decision trees, and support vector machines have long been used to model customer attrition 

patterns Idris et al., 2012. More recently, ensemble learning methods like Random Forest and XGBoost 

have gained traction for their superior accuracy and ability to capture complex, nonlinear relationships 

Verbeke et al., 2014 ; Chen and Guestrin, (2016). 

In this paper, we present a comprehensive and reproducible ML pipeline for telecom customer analytics, 

with a particular focus on predicting dependency status a variable that indirectly reflects household struc-

ture and possible long-term service continuity. Our methodology covers the full data science cycle: data 

cleaning Van der Loo & De Jonge, (2018), feature engineering, model training, performance evaluation, 

and comparison across several algorithms. We explore both classical and modern machine learning tech-

niques, including Logistic Regression Hastie et al., (2023), Decision Trees Lundberg et al., (2020), Ran-

dom Forests Probst et al., (2019), Support Vector Machines Boser et al., (2020), and XGBoost Chen & 

Guestrin, (2016); Gorishniy et al., (2023). To complement the supervised analysis, we also implement K-

Means clustering Ghojogh et al., (2023) to detect latent customer segments. Interpretability is a key con-

cern throughout our process, with emphasis on feature importance, confusion matrices, and ROC curves. 

This study contributes a practical framework for telecom analysts and data scientists seeking actionable 

insights from customer data. In contrast to narrowly focused benchmark studies, we aim to bridge the gap 

between technical implementation and business relevance by providing a full-stack, interpretable, and 

deployment-ready pipeline. 

 

2. Review of literature 

Churn prediction has been a widely explored topic in customer relationship management, particularly wi-

thin the telecommunications industry. Over the past two decades, researchers have applied various statis-

tical and machine learning techniques to anticipate customer attrition with the aim of improving retention 

strategies. 

One of the earliest approaches to churn modeling used logistic regression due to its simplicity and inter-

pretability. For example, Neslin et al. (2006) demonstrated its effectiveness in modeling the likelihood of 

customer churn based on historical usage and service attributes. However, logistic models often fall short 

when handling nonlinear dependencies or high-dimensional categorical data. 

To overcome these limitations, decision tree-based models such as CART and C4.5 have been widely 

adopted. These models offer the advantage of visual interpretability and perform relatively well on hete-

rogeneous datasets. According to Amin et al. (2017), decision trees performed competitively in classifying 

churners when trained on call detail records and billing data. 

Ensemble learning techniques have marked a turning point in predictive accuracy. Random Forest, intro-

duced by Breiman (2001), combines multiple decision trees to reduce overfitting and improve generaliza-

tion. Numerous studies, including the work by Idris et al. (2012), have confirmed that ensemble methods 

outperform individual learners in churn prediction tasks, especially when the dataset includes noisy or 

redundant features. 
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More recently, boosting algorithms such as Gradient Boosting Machines (GBM), AdaBoost, and particu-

larly XGBoost have emerged as state-of-the-art techniques for structured data problems. Chen and Gues-

trin (2016) introduced XGBoost as a scalable and efficient gradient boosting framework, which has since 

become a preferred choice in many machine learning competitions and applied studies. In telecom-specific 

contexts, XGBoost has been shown to outperform traditional classifiers across multiple performance me-

trics, including precision, recall, and ROC-AUC (Brown et al., 2021). 

Unsupervised learning has also been used to complement churn analysis by uncovering hidden patterns in 

customer behavior. K-Means clustering, for instance, has been applied to segment customers into beha-

vioral groups, helping companies tailor personalized retention offers (Nguyen et al., 2020). 

Despite the abundance of models, many prior studies focus on algorithmic performance in isolation, often 

neglecting end-to-end reproducibility and deployment considerations. Our work addresses this gap by 

delivering a full-stack pipeline that includes preprocessing, interpretability, model benchmarking, and 

real-world deployment readiness. 

 

3. Methodology 

This section describes the complete analytical workflow adopted in this study, from data preprocessing to 

the implementation of both supervised and unsupervised learning techniques. All steps were executed 

using Python and standard machine learning libraries to ensure full reproducibility. 

3.1 Dataset Description 

For this study, we employ the Orange Telecom Churn dataset from Kaggle, containing approximately 

7,000 anonymized customer records. The structured dataset includes demographic characteristics (age, 

location), usage patterns (data consumption, call history), contractual details (subscription type, tenure 

duration), and two target variables: churn status (customer attrition) and dependents indicator (presence 

of household dependents). Although an indirect measure, the dependents variable proves particularly val-

uable for examining subscription stability through family structure analysis, serving as a meaningful proxy 

for household-based service continuity assessment. All records with missing values in the target variable 

were excluded to maintain label integrity. The dataset was then split into training (80%) and testing (20%) 

sets using stratified sampling to preserve the distribution of the target classes. This approach is consistent 

with best practices in churn modeling by Idris et al., (2012); Verbeke et al., (2014). 

3.2 Data Preprocessing 

A robust preprocessing pipeline was designed to prepare the dataset for modeling. First, the TotalCharges 

column, which occasionally contained blank strings, was converted to numeric and imputed using the 

median strategy to address missing values. All object-type features, excluding the unique customerID, 

were cast as categorical data to facilitate efficient encoding. 

Label encoding was applied to the target variable, converting the classes Yes and No into binary labels (1 

and 0, respectively). Numerical features tenure, MonthlyCharges, and TotalCharges were scaled using 

standardization, while categorical features were transformed via one-hot encoding. A ColumnTransformer 

was employed to integrate both transformations into a single, scikit-learn compatible pipeline. 

This strategy ensures that the data preprocessing step remains aligned with the deployment phase, a prin-

ciple emphasized in operational ML literature by Brown et al., (2021). 

3.3 Model Training and Evaluation 

To assess predictive performance, a diverse set of classifiers was tested, ranging from linear models to 

ensemble methods: 
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• Linear Regression, adapted for binary classification by thresholding predicted outputs at 0.5 

• Logistic Regression, a baseline model widely used in churn prediction , Neslin et al., (2006) 

• Support Vector Machines (SVM), with hyperparameters optimized through grid search 

• Decision Trees, limited in depth to ensure interpretability 

• Random Forests, a powerful ensemble method known for handling complex interactions (Breiman, 

2001) 

• XGBoost, an advanced gradient boosting framework introduced by Chen and Guestrin (2016) 

Each model was trained on the preprocessed data and evaluated using standard classification metrics: 

accuracy, precision, recall, and ROC-AUC, where applicable. Confusion matrices were generated for all 

classifiers, and ROC curves were plotted for those with probabilistic outputs. 

Feature importance was extracted for Random Forest and XGBoost to determine the most influential fea-

tures, following recommendations by Chen and Guestrin (2016) for interpretable machine learning in 

structured data contexts. 

3.4 Clustering and Segmentation 

In addition to supervised learning, K-Means clustering was applied to the feature-transformed dataset to 

uncover latent behavioral groups within the customer base Tabianan et al., (2022). This unsupervised 

learning step aimed to reveal structural patterns that are not directly observable through labeled outputs. 

The optimal number of clusters was selected using the elbow method, based on intra-cluster inertia John 

et al., (2023), with recent telecom-specific implementations demonstrating improved offer prediction ac-

curacy Fraihat et al., (2022). This clustering process provides an alternative perspective on customer seg-

mentation, and has been shown to support targeted marketing and service personalization by Nguyen et 

al., (2020). Recent work by Ranjan et al., (2024) demonstrates how such machine learning approaches can 

be extended to predict new customer acquisition patterns in mobile networks. 

 

 
Figure 1. General pipeline of the machine learning methodology adopted in this study, illustrating 

the main phases from raw data preprocessing to model training, evaluation, and real-time scoring. 

 

4. Results and Discussion 

This section analyzes and interprets the performance of the models applied to the telecom dataset. We 

explore both overall metrics and class-specific behavior, evaluate precision-recall and ROC curves, com-

pare model generalization, and extract business insights through feature importance and customer seg-

mentation. 
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4.1 Global Performance Overview 

All classifiers tested achieved similar overall accuracy scores, ranging from 77% to 79%. However, this 

apparent closeness in accuracy masks important differences in how effectively each model handles the 

minority class (customers with dependents). For instance, Logistic Regression achieved strong results on 

the majority class (No), with a precision of 0.83 and recall of 0.85, leading to a robust F1-score of 0.84. 

In contrast, its performance on the Yes class was noticeably weaker, with a recall of just 0.61, suggesting 

that the model tends to overlook dependent customers. This class imbalance limits its suitability for reten-

tion-focused applications where identifying such profiles is critical. 

 

Table 1. Detailed Class-wise Metrics with AUC and AP for All Models 

Model Accu-

racy 

Preci-

sion 

(No) 

Re-

call 

(No) 

F1-

score 

(No) 

Preci-

sion 

(Yes) 

Re-

call 

(Yes) 

F1-

score 

(Yes) 

AUC AP (PR 

Curve) 

Logistic 

Regres-

sion 

0.78 0.83 0.85 0.84 0.63 0.61 0.62 0.83 0.67 

SVM 0.79 0.84 0.86 0.85 0.66 0.62 0.64 0.82 0.64 

Random 

Forest 

0.77 0.81 0.87 0.84 0.65 0.54 0.59 0.80 0.62 

XGBoost 0.77 0.82 0.85 0.84 0.63 0.58 0.60 0.80 0.62 

Decision 

Tree 

0.77 0.81 0.87 0.84 0.64 0.54 0.59 0.81 0.58 

 

The comparative results highlight that SVM offers the best balance, achieving the highest accuracy (79%) 

and solid performance on the minority class (F1-score = 0.64). Logistic Regression, although simpler, 

achieved the highest precision-recall trade-off (AP = 0.67) and AUC (0.83), making it a strong baseline. 

XGBoost and Random Forest performed well overall but showed lower recall on the Yes class, indicating 

sensitivity to class imbalance. While the Decision Tree model matched ensemble methods in AUC (0.81), 

its performance on the minority class remains limited. Overall, most models favor the majority class, 

underlining the importance of balancing strategies in future improvements. As shown in Table 1. 

4.2 Precision-Recall Trade-off 

To further assess performance, we plotted Precision-Recall curves and computed the Average Precision 

(AP) for each model. 

 
Figure 2. Comparison of precision-recall curves across five classification models 
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The best AP was obtained by Logistic Regression (0.67), closely followed by SVM (0.64). Despite being 

more complex, XGBoost and Random Forest scored slightly lower (both at 0.62), indicating they may 

require better calibration or handling of class imbalance. This suggests that in highly imbalanced datasets, 

even simpler models can outperform more advanced ones in class-specific metrics when well-preproces-

sed. 

4.3 ROC Curve Analysis 

The Receiver Operating Characteristic (ROC) curves provided additional insight into model discrimina-

tion ability. 

 
Figure 3. ROC curves of the four best-performing classifiers: (a) XGBoost (AUC = 0.80), (b) SVM (AUC 

= 0.82), (c) Decision Tree (AUC = 0.81), and (d) Random Forest (AUC = 0.80), showing their ability to 

distinguish between classes at various thresholds. As shown in Table 1, the ROC curves in Figure Z 

confirm that SVM (b) has the highest discriminative power (AUC = 0.82), slightly outperforming Decision 

Tree (c) and ensemble methods (a, d) which all reach AUC values of 0.80–0.81. 

4.4 Learning Dynamics 

 
Figure 4. Learning curve of the SVM model showing training accuracy and cross-validation accuracy. 

Figure 4 illustrates that SVM maintains stable generalization performance as training size increases, with 

validation accuracy plateauing near 78%, in line with the overall accuracy reported in Table 1, confirming 

its robustness and low overfitting. 
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4.5 Feature Importance and Interpretability 

 
Figure 5. Top 15 most important features ranked by the Random Forest classifier. 

Figure B shows that Feature 2, Feature 1, and Feature 0 corresponding respectively to TotalCharges, 

MonthlyCharges, and Tenure are the most influential predictors, aligning with the performance patterns 

discussed in Table 1. 

 
Figure 6. Decision tree visualization 

The Decision Tree shows segmentation based on InternetService type and SeniorCitizen status, offering a 

transparent and interpretable set of rules. This helps explain classification outcomes and provides actio-

nable logic for non-technical stakeholders. 

4.6 Behavioral Insights and Business Relevance 

 
Figure 7. Scatter plot of customer tenure vs. total charges 

As shown in Figure 7, customers using Fiber optic services exhibit the highest total spending over time, 

followed by DSL users, while those with no internet maintain consistently lower charges. 
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Figure 8. Total charges plotted against customer tenure, segmented by contract length 

Figure 8 demonstrates that customers with long-term contracts (one or two years) tend to accumulate 

higher total charges over time, a trend consistent with the predictors ranked in Table 1 and confirmed by 

clustering insights. 

4.7 Clustering and Customer Segmentation 

 
Figure 9. Elbow method curve used to determine the optimal number of clusters for K-Means seg-

mentation 

Figure 9 indicates a clear inflection point at K = 3, suggesting that dividing customers into three distinct 

clusters provides a good balance between model complexity and intra-cluster cohesion. 

The elbow method reveals a rapid drop in inertia between K=1 and K=3, after which gains become mar-

ginal. This supports the use of three customer segments in further behavioral or marketing analysis, offer-

ing a structured way to personalize services or retention strategies based on cluster-specific characteristics 

(e.g., tenure, charges, contract). 

 

Discussion 

All classification models achieved similar overall accuracies (77%–79%), yet diverged significantly in 

their treatment of the minority class, “Yes” (dependent customers), as shown in Table 1. While Logistic 

Regression and SVM delivered the best class-wise balance with SVM reaching the highest accuracy (79%) 

and Logistic Regression obtaining the best AUC (0.83) and AP (0.67) ensemble methods like Random 

Forest and XGBoost showed stronger performance on the majority class but struggled with recall for the 
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minority group. Precision-recall and ROC analyses (Figures 2 and 3) reinforced these findings, illustrating 

that simpler model, when properly preprocessed, can compete with or outperform more complex algo-

rithms in imbalanced contexts. Moreover, the SVM learning curve (Figure 4) demonstrated robust gener-

alization with low overfitting, and Random Forest's feature importance analysis (Figure 5) confirmed that 

billing-related features (TotalCharges, MonthlyCharges, Tenure) were the strongest predictors, consistent 

with business patterns seen in Figures 7 and 8. Finally, customer segmentation via K-Means (Figure 9) 

supported the formation of three distinct behavior-based groups, offering a strategic foundation for tailored 

retention efforts. 

 

5. Conclusion and Future Work 

This study presented a comprehensive multi-model approach for telecom churn prediction, highlighting 

the performance of classical and ensemble classifiers on an imbalanced dataset. While all models achieved 

relatively close accuracy scores (77–79%), deeper analysis revealed that SVM and Logistic Regression 

offered the best trade-offs for minority class detection. Notably, Logistic Regression achieved the highest 

AUC (0.83) and AP (0.67), while SVM demonstrated strong generalization and balanced F1-scores, ma-

king them well-suited for retention-sensitive scenarios. 

For future work, addressing class imbalance through techniques such as SMOTE or cost-sensitive learning 

could further improve recall on the dependent customer segment. Additionally, integrating explainable AI 

(XAI) methods and deploying real-time churn prediction systems would enhance the practical relevance 

and transparency of such models in telecom environments. 
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